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Forecast

- facial recognition with
» Head-Mounted Display (HMD)
* two small cameras
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Motivation

* reconstruction of the user’s face
* useris wearing an HMD
* covers up much of that person’s face

* reconstruction to be sent to another place
 telepresence between two distant people
* both are wearing an HMD.
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Outline Paper

» QOverview

- Strategy

- Data Collection

- Deep Learning Model

+ Evaluation and Comparison to other Approaches

* Results / Conclusion




Virtual Reality

+ Virtual reality # Augmented reality # Mixed Reality

#



Virtual Reality m

- first systems already in 1950
* VR could never establish itself...
+ ...since Oculus Rift appeared
. gogls |
* immersive

* easy to use
* cheap




State of the art technology

Oculus Rift [2]

HTC Vive [3]
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State of the art facial tracking methods

- used Techniques
 tracked landmarks
 depth signals

+ RGB videos
* humans-in-the-loop

¢ common problems
 occlusion
* tongue not visible
 portion of lips sometimes hidden
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Facial Performance Sensing Head-Mounted Display m

strain sensors foam liner

RGB-D HMD interior
camera (CAD model) (CAD model)

» calibration before each use
« RGB-D camera and strain sensors in foam

Li et al. 2015 !i"
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High Fidelity Facial Animation Capture and Retargeting
With Contours

- tracking with contour points

Bhat et al. 2013
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DeepPose: Human Pose Estimation via Deep Neural TU

Networks WIEN

Initial stage |

* (green) ground truth
* (red) prediction

Toshev and Szegedy 2014 I!i"
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Previous Work

many methods require
» complex capture equipment
* Intensive computations

eye and mouth animation

- audio exploring and optical sensing
real-time facial animation

+ 2D facial features detected in the RGB

- RGB with depth sensor

wearable facial sensing systems

 eye tracking cameras inside VR headsets

Olszewski et al. 2016
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System Prototype
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IRLED
eye camera

IMU sensor

LEDs

mouth RGB camera
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System Prototype

- HMD
» eyes: infrared cameras
- 6 IRLEDs

» 60 fps with 320 x 240
- head movement: gyroscope
* mouth: Playstation Eye, modified with a 3.8mm
lens
» 30 fps with 640 x 480
» 2 Streamlight Nano LED

Olszewski et al. 2016 ﬁ
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Strategy

online operation

convolutional

=
neural network I alaalnl
speech animation
control weights .
\

convolutional I
™ e
neural network aulallsl

eye animation

control weights
HMD integrated | R / animated

IMU character

eye IR image head pose
parameter

+ deep learning model (blendshape weights)
* removes the need to set up the system for
each user
* trained with the use of recorded sequences

Olszewski et al. 2016 ﬁ
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reference referenpe
data animation

[Y]
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Data Collection

Olszewski et al. 2016 ﬁ
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video and audio recordings of 10 subjects

» 30 sentences

harvard sentences list

- phonemes roughly same frequency as in the
english language

subjects perform 21 facial expressions based on

the Facial Action Coding System (FACS)

neutral expression to given expression and back

- 2 iterations

professional animation for each subject

» upper and lower face




Deep Learning Model

» blendshape model as meshes b = {b0,b1,--- ,0N}

N
ff= bO"‘ZWg(bi — bo)

- defining a high-dimensional non-linear function is
difficult
* method has to handle large variations
* occlusions
* user identities
» personal appearance
» Jittering
- environmental changes

Olszewski et al. 2016 ﬁ
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Deep Learning Model

|y €Xpression
weights

previous @ shared parameters l
frame(s) =
v N
o 4.:15:
41 weights
neutral network T omput

] neutral
e E\ LI oo
b expression

- combination of neutral and non-neutral expression
* less training data needed
* Interpretation from two different subnetworks

Olszewski et al. 2016 ﬁ
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Deep Learning Model

input frame without neutral network  with neutral network

* neural network essential for a stable result

* unexpected inputs can be better processed

Olszewski et al. 2016 ﬁ
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Results Test

* test scenarios
» circumstances which were not in the training set
 e.g. facial hair
sentences that were not covered
Improvised facial expressions
- sticky lip
different lighting/location
* e.g. dark scene
sequence of images

Olszewski et al. 2016 ﬁ
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Results Test

» first row perturb orientation of HMD
» third and fourth row were not included in training
set

Olszewski et al. 2016 ﬁ
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Results Test

* sequence of images of expression

- sticky lip, a deformation that challenges most
performance capture techniques

Olszewski et al. 2016 ﬁ
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Results User Study

trained with FACS only trained with Viseme only  trained with FACS+Viseme

Sentence  FACS  Our full model
7.0% 21.8% 71.2%

 users were shown 4 synced videos
- combination leads to superior results

Olszewski et al. 2016
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Results compared to other Applications [

Cao et al. 2014 variant

» Cao et al: needs no calibration for each user
» uses only a single video camera

» training set re recorded with camera at a resolution
of 1280 x 720 at 30 fps

Olszewski et al. 2016 ﬁ
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Results

external view and output mesh

mouth frame Olszewski et al. 2016 ﬁ
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Conclusion

+ system does not generate mesh from users face
* maps facial expression to 3D mesh

« 3D artist needs to create users face
- Avatar Digitization From a Single Image For
Real-Time Rendering from Hu et al. 2017
« otherwise usable for random characters

+ extreme expressions?
* (sticking out tongue etc.)

Olszewski et al. 2016 ﬁ
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Conclusion

* requires no user-specific calibration
» cheap methode

 achieves high fidelity animations

* tongue is also tracked

* significant step towards enabling compelling verbal
and emotional communication in VR

Olszewski et al. 2016 ﬁ
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