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Abstract

Visualization has always been a powerful tool to effectively convey knowledge and
information. It has also gained attention in the context of search, in particular for newer
visualization techniques like “Multifaceted Search” and “Exploratory Search”. There are
currently many tools and websites that still rely on an explicit search function or an
alphabetically ordered glossary of terms to allow users to filter and browse resources.
This results in many useful resources not being discovered by users because of a lack of
proper search tools. Exploratory Search is more open-ended, allowing users to search
even if they do not exactly know what they are looking for.

This thesis proposes an adaptable, modular, web-based prototype of an exploratory
search interface. The goal of the prototype is to serve as a basis for the evaluation of
exploratory search interfaces for a wide variety of use cases. In contrast to many existing
Exploratory Search tools, this prototype does not require rich meta-data to be present
in a dataset. By utilizing an optional preprocessing step to extract named entities via
Natural Language Processing, the prototype is compatible with most text-based datasets.
The search interface consists of a word cloud created by a force-directed layout algorithm
that places related entities close to each other. This interface also serves as the main
filtering option, which keeps the users’ focus on the word cloud. After selecting interesting
entities, matching documents can be browsed in a list view.
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Kurzfassung

Visualisierungen sind seit jeher ein leistungsfähiges Instrument zur effektiven Vermittlung
von Wissen und Informationen. Sie haben auch im Zusammenhang mit Suchanfragen
an Aufmerksamkeit gewonnen, insbesondere für neuere Visualisierungstechniken wie
“Multifaceted Search” und “Exploratory Search”. Derzeit gibt es viele Tools und Websites,
die immer noch auf eine explizite Suchfunktion oder ein alphabetisch geordnetes Glossar
von Begriffen angewiesen sind, um den Benutzern das Filtern und Durchsuchen von
Ressourcen zu ermöglichen. Dies führt dazu, dass viele nützliche Ressourcen von Benutzern
nicht entdeckt werden, weil es an geeigneten Suchwerkzeugen fehlt. Die explorative Suche
ist offener und ermöglicht es den Benutzern auch dann zu suchen, wenn sie die benötigten
Suchbegriffe nicht kennen.

In dieser Arbeit wird ein flexibler, modularer, webbasierter Prototyp für eine explora-
tive Suchschnittstelle entwickelt. Das Ziel des Prototyps ist es, als Grundlage für die
Evaluierung von explorativen Suchschnittstellen für eine Vielzahl von Anwendungsfällen
zu dienen. Im Gegensatz zu vielen bestehenden Exploratory Search Tools setzt dieser
Prototyp keine umfangreichen Metadaten in einem Datensatz voraus. Durch die Ver-
wendung eines optionalen Vorverarbeitungsschritts zur Extraktion von Entitäten mittels
natürlicher Sprachverarbeitung ist der Prototyp mit den meisten textbasierten Daten-
sätzen kompatibel. Die Suchoberfläche besteht aus einer Wordcloud, die durch einen
force-directed Layout-Algorithmus erstellt wird, der verwandte Begriffe nahe beieinander
platziert. Diese Schnittstelle dient auch als wichtigste Filteroption, die den Fokus des
Nutzers auf die Wordcloud lenkt. Nach der Auswahl interessanter Entitäten können
übereinstimmende Dokumente in einer Listenansicht durchsucht werden.
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CHAPTER 1
Introduction

Over the last years, the information that is publicly available on the internet has increased
drastically. However, most of it still consists of unstructured textual data, which is di�cult
for humans to process e�ectively. The most widespread and commonly known tool for
querying such data is the search bar. The classical search bar has been used to browse
the web since 1990 and, while becoming increasingly more intelligent over the years, it
has not changed much from a user interface perspective. This is partly because it did not
have to change all that much when only considering the primary reason for its invention:
Querying a dataset by a term the user knows. For this particular task, a search bar is
probably the most concise, useful and simple interface possible, although studies have
shown that the majority of users still have problems understanding how search bars work
[Hea09].

The issues with search bars start to appear when users do not know what they are
looking for - either because they lack knowledge of the proper search terms or because
they simply want to browse and explore a dataset without a speci�c goal in mind. In
both cases, the users' goals cannot be accomplished with traditional search bars. For
this reason, the concepts of exploratory search and faceted search have gained increasing
attention over the last years. Di�erent approaches like VisGets [DCCW08] combine
spatial, temporal and topical information to allow users to explore a dataset. More
examples can be found in the work by White et al. [WMM08 ], who point out that, while
there are multiple approaches that work well, evaluating exploratory search interfaces
can be di�cult because most of them are context-dependent. This hinders �nding an
appropriate sample size for a user study. In addition to this, most exploratory search
interfaces require some kind of metadata, like geographical, topical or spatial information,
which limits the number of datasets these tools can be evaluated against.

This thesis presents a fully functional prototype of a word cloud based exploratory search
interface, which works on any text-based dataset and is ready for real-world use cases and
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1. Introduction

evaluation. To develop this prototype, the research challenges described in the following
sections have been identi�ed and tackled.

1.1 Entity Extraction

As mentioned above, the prerequisite of having some sort of structure or metadata
available seems to be the biggest bottleneck for exploratory search interfaces in terms of
them being usable, and therefore evaluable, against a real-world dataset. The prototype
we propose also requires speci�c metadata about the dataset. However, we provide
the means to extract this information in a preprocessing step using Natural Language
Processing (NLP). This is the key feature that enables this prototype to be used with
any dataset that consists of unstructured textual data.

1.2 Interactive Interface for Exploratory Search

The main part of the search interface consists of a semantic word cloud. This is strongly
inspired and based on the work by Xu et al. [XTL16 ] and further described in Section 3.
The basic idea is to construct a graph from the data extracted in the preprocessing step,
where the vertices represent the extracted entities and the edges and their respective
weights are calculated from the co-occurrence of two entities across all documents. The
graph is then rendered as a word cloud using a force-directed layout further described
in Section 3.3.3. The word cloud can then be iteratively �ltered by selecting entities
and di�erent categories. At any time during the �ltering process, a list of documents
matching the selected entities can be viewed.

Most of the time, datasets consist of many entries, which need to be browsable. This
means that the UI needs to be able to handle large amounts of data while still staying
�uid and responsive in a web-based environment. The solution for creating an interface
that meets those requirements proved to be a major obstacle to overcome and is described
further in Section 3.2.

1.3 Adaptable Implementation

To make the prototype as useful as possible, it has to beadaptable (e.g. adding a
timeline as shown by VisGets if temporal metadata is available) andmodular (meaning
that certain pieces like preprocessing or graph construction should be replaceable by the
users' own implementations). More details can be found in Section 4.
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CHAPTER 2
Related Work

While this thesis focuses on producing a usable and evaluable prototype, large parts of
the underlying theory regarding exploratory search, semantic word clouds, force-directed
layouts, entity extraction and NLP have already been compiled and presented. This
section provides a quick overview of some particularly interesting pieces of research in
those �elds.

First and foremost, White et al. [WMM08 ] criticize that current research focuses too
much on creating new exploratory search interfaces and too little on evaluating them.
They also speculate that this is because exploratory search interfaces are hard to evaluate.
After all, their usefulness is very context and user-dependent. This further reinforced the
design goals that our prototype has to be applicable to a wide range of contexts to make
it as easily evaluable as possible.

Since the prototype focuses on exploring text-based information, using word clouds for
the visualization was a natural choice. Word clouds have proven their usefulness to
summarize textual data many times, as shown, for example, by Heimerl et al. [HLLE14]
and Seifert et al. [SKK+ 08]. They also have been utilized for exploratory search interfaces
as demonstrated in Imagesieve by Lin et al. [LAB+ 10].

Studies as conducted by Hearst et al. [HPP+ 20] indicate that grouped word clouds with
su�cient white space are a viable method to summarize textual data. They also explore
di�erent layout options. While they explicitly state that they only evaluated semantic
groupings that are distinct, we theorize that some of their �ndings might also apply
to overlapping categories, i.e. words that appear in multiple documents, if a su�cient
amount of white space is left to separate the categories.

In their work, Dörk et al. [ DCCW08] combine multiple information vizualization widgets
(= VisGets) to allow for data exploration across multiple data dimensions. This approach
inspired us to strive for a high amount of adaptability and modularity in our prototype
to make it composable with other exploratory search interfaces in the future.
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2. Related Work

Finally, the research conducted and the Semantic Word Cloud approach developed by
Xu et al. [XTL16 ] serves as an important implementation reference and guideline for this
prototype. While our prototype is a lot less sophisticated from an algorithmic point of
view, its adaptability and modularity compensate for that. Furthermore, there are no
mentions of whether their approach is web-based and, therefore, as widely applicable as
our prototype.

The presented technique relies heavily on Natural Language Processing (NLP), a well
established means for text information retrieval for many years, which Liddy de�nes as
follows:

�Natural Language Processing is a theoretically motivated range of computational tech-
niques for analyzing and representing naturally occurring texts at one or more levels
of linguistic analysis for the purpose of achieving human-like language processing for a
range of tasks or applications.�[Lid01, p. 1]

The main subcategory of NLP used for this prototype is called Named Entity Extraction.
This technique scans a given text and extracts all important entities from a text, e.g.
locations, named events, famous people or geographical regions.

To classify and rank documents based on the users' query, a slight variation of the
Term Frequency * Inverse Document Frequency (tf*idf) score is utilized. The tf*idf
score describes how important a term is to a document in relation to a collection of
documents. The frequency of a term within a document increases the score, and thereby
the importance, of the term for the document, whereas the frequency of the same term
across multiple documents decreases the score. Since there are multiple variations of the
tf*idf score, the one used in this thesis is further described in Algorithm 3.3.
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CHAPTER 3
Concept & User Interface Design

This section outlines the design rationales and ideas behind the exploratory search
interface. It aims to give an overview of the applied algorithms as well as the general
structure of the prototype. Implementation details are covered in Chapter 4.

Figure 3.1 provides a general overview of the structure of the prototype. Every part of
this �gure will be thoroughly covered in Section 3.3.

Figure 3.1: Overview of the general structure of the prototype.

3.1 Dataset

As can be seen in Figure 3.1, the .csv �le containing the dataset is the main entry
point into the prototype. Following the design goals of the prototype, the requirements
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3. Concept & User Interface Design

regarding the dataset should be as simple as possible. The minimum requirements for
each row of the dataset are as follows:

ˆ ID - A unique identi�er. This identi�er will be returned when relevant documents
for tag queries are being calculated.

ˆ Content - The text content that will be used to extract named entities in the
preprocessing step. If a document consists of multiple parts (e.g. a title, an abstract
and sections) that should be considered, they can be concatenated into a single
column in the .csv �le.

This design allows the database created by the prototype to be completely separated from
any other persistency layers already present. This allows metadata of any complexity to be
fetched purely based on the unique identi�er given. At the same time, the preprocessing
step can be adapted to include metadata on a per-document basis if one wishes to not
use any other persistency layer.

The dataset used to develop, test, and evaluate the interface consists of over 100,000
news articles by major U.S. publishers [Kag18]. The entries in the dataset consist of title,
publication, author, date, year, month, URL, and content. However, only the title and
the actual content of each article were used. Furthermore, for most of the development
process, only a small subset of 1,000 articles was used. All screenshots in this thesis were
made using this small dataset unless stated otherwise.

For the remainder of the thesis, the word �tag� will be used to describe a word or a
phrase that is characteristic for a document.

3.2 User Interface Design

The goal of the user interface is to provide an overview of the most important content
available in the dataset as well as to provide means to further �lter the data according to
the user's interest. The following pieces of information are encoded in the size, location,
and color of every tag:

1. Size indicates the importance of a tag to the entire corpus. Tags that appear more
often will be drawn bigger. This is a common and e�ective visual encoding that is
often used in word-clouds like the one created by Cui et al. [CWL+ 10].

2. Color indicates the relation of a tag to a category. Categories help to distinguish
the tags into groups and improve the �ltering of tags as shown by Hearst et al.
[HPP+ 20].

3. Location indicates the relatedness between tags. Tags that appear together more
often will be closer together. This helps to direct and expand the search direction
and was also used by Xu et al. [XTL16].
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3.3. Concept

The initial state of the search interface can be seen in Figure 3.2. The entire word cloud
can be panned and zoomed, and the �lter can be hidden to create more space for the
word cloud. To avoid overcrowding, the amount of initially displayed tags is limited (see
Section 3.3.2).

Figure 3.2: The full search interface.

Upon selecting one or more interesting tags and clicking the �lter button, the word cloud
rearranges itself. Only tags that are related to the selected ones will be displayed and
arranged according to the criteria de�ned above. This allows tags that would usually not
be displayed because they are not important to the corpus as a whole to show up. These
new tags act as input for the user to further expand their search if desired. The user can
then iterate through this process as often as they like to re�ne the search query.

After the user is done picking tags, they can display a list of documents that match their
query, as can be seen in Figure 3.3.

A detailed walkthrough of a possible exploration sequence can be seen in Figure 3.4.

3.3 Concept

The prototype can be broken down into the following distinct parts:

ˆ Preprocessing . This part is only required once per dataset and has to be computed
o�ine. In this step, all required named entities and their occurrences across all
documents are extracted using NLP.

7



3. Concept & User Interface Design

Figure 3.3: List of documents that match the query �Shapiro� and �Jan Böhmermann�.

ˆ Graph data calculation & �ltering . This part calculates the subset of named
entities that should be displayed depending on the �lter set by the user.

ˆ Word cloud rendering . Based on the selected tags, a word cloud is rendered.
The layout is based on the importance of tags as well as the relationship between
tags.

ˆ Document score calculation . This part compiles a set of relevant documents
based on the user's selected tags. For every document, a matching score between
0% and 100% is calculated. Afterwards, a list of document surrogates can be viewed.
For each document, the calculated matching score is displayed. Furthermore, the
selected tags are highlighted in the document text.

These parts will be discussed in more detail in the following sections.

3.3.1 Preprocessing

This �rst and optional step aims to solve a problem many huge datasets, including the
one chosen for this thesis, have in common: The entries in the dataset are not tagged or
categorized in any way. The preprocessing step prepares the given dataset for further
use and only has to be executed once. The dataset has to be provided in the widespread
comma-separated values format (.csv). It will go through an NLP pipeline, during which
all named entities, as well as important metadata, are being extracted and stored in a
relational database. The following data and metadata is extracted:

ˆ Name of the entity. This string will be displayed as a tag in the word cloud.
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