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Kurzfassung

Neurofeedback (NF) auf der Basis von funktioneller Magnetresonanztomographie (fMRT)
bietet vielversprechende Moglichkeiten fiir Therapieansétze bei neurologischen und psych-
iatrischen Erkrankungen. Mithilfe von Feedback {iber die aktuelle Aktivitit in spezifischen
Hirnregionen kann eine bewusste Kontrolle iiber diese erlernt werden, die in weiterer
Folge der krankheitsspezifischen Symptomatik entgegenwirken kann. Als sehr intuitive
Art des Feedback wird héufig soziales Feedback in Form eines Gesichts mit sich &ndernder
Mimik gewahlt. Da im Zusammenhang mit psychiatrischen Erkrankungen in der Regel
Hirnregionen betroffen sind, die an der Wahrnehmung und Verarbeitung von Emotionen
beteiligt sind, besteht die Moglichkeit, dass diese Regionen durch emotionales Feedback
zuséatzlich aktiviert werden. In dieser Arbeit wird untersucht, ob eine solche zusétzliche
Aktivitat einen signifikanten Einfluss auf die gemessene Aktivitdt besitzt, da diese zu
einem ungenauen Feedback und in Folge zu suboptimalen Lernergebnissen fiihren kénnte.
Dazu werden die Daten einer zuvor veroffentlichten Studie erneut analysiert, wobei in
erster Linie der mogliche Einfluss des Feedbacksignals im Fokus steht. Mithilfe unter-
schiedlicher Modellansétze wird die genaue Natur dieses Einflusses untersucht, ebenso ob
positives und negatives Feedback sich in ihrem Einfluss unterscheiden. Unter Beachtung
der stark individuellen Natur von NF und dem Ziel, notwendige Korrekturen fiir das
Training eines einzelnen Probanden in offen zugéngliche NF-Software zu integrieren, wur-
den die Analysen sowohl auf einer individuellen als auch auf Gruppenebene durchgefiihrt,
um die Generalisierbarkeit zu testen.

Auf der Ebene der Einzeldurchgénge konnte ein signifikanter Einfluss sowohl des Feed-
backs als auch seiner zeitlichen Anderung festgestellt werden. Positives Feedback besaf3
héufiger einen signifikanten Einfluss auf die neuronale Aktivitéit als negatives Feedback.
Beziiglich der zeitlichen Anderung konnten ofter signifikante Ergebnisse bei negativem
Feedback gefunden werden. Auf der Gruppenebene zeigte nur die zeitliche Anderung des
Feedbacks einen signifikanten Einfluss auf die Aktivitat der Zielregion. In einer Kreuzva-
lidierung konnte fiir keines der verwendeten Modelle eine Generalisierungsfahigkeit iber
einen einzelnen Messdurchgang hinaus festgestellt werden.

Der untersuchte Effekt scheint sehr individuell fiir einzelne Probanden und einzelne
Messungen zu sein und sollte daher von Fall zu Fall unterschiedlich behandelt werden.
In NF-Studien, in denen emotionales Feedback genutzt wird, um eine Hirnregion zu
trainieren, die an Emotionsverarbeitung beteiligt ist, konnte die Beriicksichtigung des
Feedbackinflusses die Genauigkeit des préasentierten Feedbacks verbessern und damit
ebenso den Lern- und Therapieerfolg.
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Abstract

Neurofeedback (NF) based on functional magnetic resonance imaging (fMRI) offers
promising possibilities for therapeutic approaches in neurological and psychiatric diseases.
By providing information over the current activity in a target brain region, conscious
control can be learned allowing for counteracting disease-specific symptoms. Social
feedback in the form of a face with changing expressions is often chosen as a very intuitive
type of feedback. Since the brain regions affected in psychiatric conditions are often
involved in the perception and processing of emotions, it is possible that these regions
are additionally activated with emotional feedback. In this thesis it is examined whether
such an additional activity has a significant influence on the measured activity, as this
could lead to inaccurate feedback and, as a result, to suboptimal learning outcomes.
For this purpose, the data of a previously published study is reanalysed while particularly
taking the potential influence of the feedback signal into account. Using different model
approaches, the exact nature of the influence is investigated, as well as whether positive
and negative feedback differ in their influence. Given the highly individual aspects of NF
and the goal to implement corrections for the training of a single subject in an openly
available NF software, the analyses were conducted on an individual but also the group
level allowing for tests of generalizability.

At the single run level, a significant influence of both the feedback and its change over
time was found. Positive feedback more often had a significant impact on the neuronal
activation than negative feedback. With regard to the change over time, significant
results could more often be found with negative feedback. At the group level, only the
change in feedback showed a significant influence on the activation of the target region.
In a cross-validation, it was not possible to determine generalizability beyond a single
run for any of the models under investigation.

The examined effect seems to be very individual both for subjects and measurements
and should therefore be treated separately from case to case. In NF studies in which
emotional feedback is used while training a brain region involved in emotion processing,
accounting for the influence of the feedback signal could improve the accuracy of the
presented feedback and, hence, learning performance and therapeutic success.
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CHAPTER

Introduction

1.1 Motivation and problem definition

The emergent field of neurofeedback (NF'), especially the possibility to use it on the basis
of functional magnetic resonance imaging (fMRI), has revolutionized the study of the
human brain [Weil2]. NF is a special form of biofeedback, which informs subjects about
the ongoing neuronal activity in predefined brain areas, networks, or the whole brain. The
given feedback enables subjects to develop strategies to control this activity in a desired
way. These strategies are highly individual and, for instance, cover specific thoughts
and imagery, as well as the recall of autobiographic memories. Even subconsciously
executed processes that cannot be described in words are possible to reach regulation

ability IMIMT16].

The measurement of the neuronal activity can be carried out with various methods.
Electroencephalography (EEG) has been used for this purpose for around 50 years and is
thus the oldest method for NF training. Although there have already been considerable
successes in self-regulation through EEG-based neurofeedback [MMMI6], it also has
decisive limitations: The choice of brain regions that can be used as a training target is
limited to cortical areas. Additionally, the spatial resolution of the measured brain waves
is comparatively low. These restrictions can be overcome by using fMRI instead, which
utilizes the difference in the magnetic properties of oxygenated and deoxygenated blood.
It can achieve a uniformly high spatial resolution even in deep brain areas and offers the
possibility to define subject-specific localized targets for NF training. However, for a
long time the required data processing in fMRI was too computationally too expensive
to make it a viable alternative. Due to technical improvements in the past 20 years,
especially more powerful hardware, it is now possible to carry out fMRI NF sessions with
virtually ‘real-time’ data processing and feedback estimation [MBZT15]. Nevertheless, a
delay of around four to six seconds remains due to the physiological processes on which
fMRI relies, which is high compared to the milliseconds in EEG measurements.
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INTRODUCTION

The success of NF training depends on various parameters. Careful selection of the
feedback signal may have a decisive influence. While in most studies a moving bar or
a raising thermometer indicates the change in neuronal activity, there is evidence that
implicit social reward, like the picture of a smiling or sad face, can lead to increased
learning outcomes in a neurofeedback context [MAKT15).

Similar to the EEG-based method, fMRI NF is also suitable as a promising thera-
peutic tool for various neurological or psychiatric disorders. The possibility to volitionally
control the activity within specified brain areas, which show a pathological change in
their activation pattern, could lead to a self-induced alleviation of symptoms or even
long lasting improvements. Successes pointing in this direction have already been demon-
strated for cases of schizophrenia, post-traumatic stress disorders (PTSD), Parkinson’ s

disease, or major depressive disorder (MDD) [DAT3].

A significant number of brain areas, which play a prominent role in neuro-psychiatric
diseases, especially in affective disorders like depression or bipolar disorders, are also
involved in emotion processing [TAT2]. If such regions are chosen as target regions for
NF therapy and emotional or social feedback is given, it can be assumed that these
regions will show changes in their activation following the perception and processing
of the emotional stimulus delivered by the feedback signal. In this case it cannot be
distinguished between the activation change due to the perception of the feedback and
the change due to regulation strategies of the subjects.

This additional influence of the feedback should be integrated into the analysis of NF
studies to improve the accuracy of the estimated regulation success, to present more
precise feedback and thus optimize therapy conditions.

1.2 Aim of the work

The aim of this work is to investigate the presence and magnitude of the influence of
emotional feedback stimuli on the measured neuronal activation in fMRI NF settings.
For this purpose, the presented feedback is integrated into the analysis of the primary
data and the statistical significance of this effect is estimated.

In case of a significant variation of the signal due to the feedback perception, the results of
this work could be used for more effective feedback presentation during the measurement,
by taking this effect into account in common NF software and the reanalysis of the
measurements where this was not done.

1.3 Structure of the work

In Chapter 2, an introduction to the principle of neurofeedback is given and existing and
future medical applications are presented in order to discuss the medical background
and clinical relevance of this work. In the second part of that chapter, the method of



1.3. Structure of the work

functional MRI (fMRI) is explained in more detail. This section is mainly necessary to
understand the special data processing steps that are necessary for fMRI measurements
and have thus been carried out within the scope of this work.

Since the problems dealt with in this work primarily affect regions of the brain that are
involved in the processing of emotions, Chapter 3 deals with emotion processing in health
and disease. Chapter 4 summarizes the necessary mathematical fundamentals, which are
necessary in order to be able to understand the analysis carried out, and the connection
to fMRI settings.

Social or emotional feedback has been used in a number of studies, usually during
neurofeedback training in a region that is involved in emotion processing and is therefore
affected by the problem of additional activation through the feedback. These studies and
how they deal with this problem are discussed in Chapter 5. In addition, the study that
provides the data for this work is presented in detail.

Then the methods that are used to analyse a possible additional feedback influence are
explained, as well as the necessary implementation steps in MATLAB and associated
software. Different model approaches to investigate the problem are provided. Chapter 7
presents the results for all model approaches, both at the level of the individual subject
and at the group level.

The interpretation of these results takes place in Chapter 8. The limitations of the
methods used are also discussed there and an outlook on potential next steps is given.
The conclusion in Chapter 9 finally summarizes the findings of the entire work.






CHAPTER

Neurofeedback in clinical
neuroscience

Neurofeedback is a kind of biofeedback that enables people to receive direct information
about the ongoing activity in their brain, which is usually inaccessible to the conscious
mind. In this way, a deliberate manipulation of this activity can be practiced by trying
different cognitive strategies and observing their effects on the corresponding brain activ-
ity. As a result, this consciously changed activity can cause changes in the perception
and even the behaviour of the trained person.

This phenomenon can be used, for example, to improve the performance of athletes
by training their psychomotor and self-regulating skills [ETTI]. Improved performance
after neurofeedback training was also found in both artists and surgeons [MSPIGOS]
[Ver0d) [Bud09] and Escalano et al. observed increased memory performance in subjects
who had previously increased the alpha activity in their electroencephalography (EEG)
spectrum with neurofeedback [EAMII]. Furthermore, one of the most important aspects
of using this training method is that it offers a therapeutic approach for diseases that
are based on changed neuronal conditions compared to healthy people. A disease-related
increase or decrease in the activity of a certain brain region or network can in this way be
counteracted. Successes in this direction have already been demonstrated for attention-
deficit /hyperactivity disorder (ADHD) [LS76] [AJRSTQ9, epilepsy [SEQG [TTHTQI,
schizophrenia [RLST13], and Parkinson’s disease [SHIT11]. In this work, the focus will
mainly be on the clinical application of neurofeedback, as this is where the greatest
relevance for improved designs lies.

In principle, any imaging method, which is able to map the neuronal activity or subsequent
metabolic reactions in a time that enables a useful connection to be established between
cognitive strategy and neuronal reaction, can be used to carry out neurofeedback. The
oldest method, which is still used in most cases today, is EEG [ADESIA. But also other
methods, such as functional near-infrared spectroscopy (fNIRS) or functional magnetic
resonance tomography (fMRI) are nowadays often used for neurofeedback measurements.
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NEUROFEEDBACK IN CLINICAL NEUROSCIENCE

The following sections explain how neurofeedback can work and in which areas there are
already successful or promising therapeutic approaches.

After that fMRI neurofeedback (fMRI NF) is explicitly discussed. On the one hand,
because this method was used in the study on which this work is based and, on the other
hand, because it offers decisive advantages over other methods. These advantages are
explained in more detail in the last section, as well as the disadvantages that must be
accepted if choosing this method.

2.1 Introduction to neurofeedback

The discovery of the principle of neurofeedback took place in the course of an EEG
study with cats carried out by Sterman et al. [SWRGI in 1969. The purpose of the
study was to investigate to what extent previously trained behavioural patterns can be
suppressed in order to obtain a reward. It turned out that cats are able to regulate
certain EEG waves if they are rewarded with food. In a follow-up study in which epileptic
seizures were to be stimulated in these cats, the trained cats showed a significantly higher
seizure threshold compared to untrained cats [SEQG]. This hour of birth of neurofeedback
was thus at the same time the hour of birth of its therapeutic effects. Since those
early days, scientific interest in neurofeedback has grown rapidly. Under the keyword
"Neurofeedback", currently around 25,500 entries can be found on Google Scholar, while
this was only 1,500 at the turn of the millennium. The exponentially increasing number
of studies on this topic is shown in Figure These studies are concerned with the
application of various imaging methods, the improvements of design, the illumination of
the mathematical analysis, and the possible applications.

Neurofeedback training has meanwhile developed into a valuable therapeutic tool, so that
the main focus of scientific research lies on its development and optimization, as well as its
adaptation to new clinical fields [ADESI6]. Since the 1970s, subjects have been trained to
deliberately control different components of the EEG spectrum [Bir06] [BCO7 [SLGTadl,
as different waves are known to be linked to different mental states or tasks (e.g. sleep,
problem solving, recalling, learning, etc.) [MMMTIG6]. In this way, the neuronal ’source’ of
a disease can be specifically targeted. The advantages of such a new therapy method are
primarily that no persistent side effects have been found so far and it is non-invasive and
non-medicinal [DAT3]. It also supports the feeling of self-efficacy, which is an important
part of the healing process for all diseases [Ban97]. Other forms of therapy that go in
a similar direction, e.g. cognitive behavioural therapy, rely on inaccessible information
about cognitive processes [BRSEST], while control over this processes can be achieved
with neurofeedback.

In the following, the basic principles and functionality of this method will be explained,
and some interesting and promising therapeutic approaches will be presented. Since
the aim of this work is to optimize the given feedback, the last subsection gives a brief
overview of the feedback schemes used to far.
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Figure 2.1: Entries available on GoogleScholar up to the respective year for the
keyword "Neurofeedback". Since the first attempt in 1969, the number of studies on this
topic has grown exponentially. The studies are concerned with the application of various imaging
methods, the improvement of the design, the illumination of the mathematical analysis and the
possible applications, especially in a therapeutic environment.

2.1.1 Intention and basic principles

In neurofeedback training, the brain activities of the participants are measured in real
time and they are instructed to either increase or decrease the measured activity to get a
certain response [Weill2| [LaCTI]. Either the level of the activity is returned directly as
feedback, e.g. in the form of a graph that changes its level depending on the activity, or
the performance when regulating this activity is fed back, for example in the form of a
smiley that smiles when the task of decreasing the activity has been successfully fulfilled.
In this way, subjects are enabled to self-regulate their brain activity ﬂm

A training session usually consists of several training runs, which are separated from each
other by a longer resting period. One run is usually further divided into resting blocks and
regulation blocks. The actual training takes places during these regulation blocks, i.e. the
subjects should regulate the activity during this time [Weil2]. The feedback can be given
continuously so that, for example, the information about the performance is updated
every second, or as intermittent feedback, i.e. at the end of the block for the entire
performance [Weil2]. While continuous feedback has the advantage that changes are
visible very quickly and strategies can be adapted immediately ﬂm, intermittent
feedback is significantly less susceptible to noise, as it assesses the overall performance so
that single peaks in the measurement do not play a major roleﬂJHL_"‘__12ﬂ. In rare cases,
the feedback is only given at the end of the entire run or even the session, for example if
the performance is rewarded with money [BSOQT].
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In many studies, so-called ‘transfer runs’ are carried out before and after training.
In these runs it is observed whether the participant is able to regulate the measured
activity even without actual feedback. If the training was successful, the subjects should
be able to implement the learned strategies without constant feedback. This generaliza-
tion ability is necessary to show that neurofeedback also has effects beyond the training
setting.

In order to test whether the measured successes or failures may have causes other than
neurofeedback, e.g. physical rest, scanner noise, concentration on the task, or observing
a variable signal, a control group is often designed in such a way that it undergoes a
pseudo training in which incorrect feedback is shown, for example from another brain
region or another participant [DAT3].

While EEG neurofeedback usually trains frequency bands in the EEG spectrum or the
differences in the potentials between the brain hemispheres, fMRI in most cases regulates
clearly defined brain regions. In order to precisely identify these regions for later training,
either a brain atlas is used or a functional localizer is carried out [DAT3]. With the
functional localizer, the needed brain region is identified by a suitable task. If, for
example, a region that is involved in processing negative emotions is wanted, images
of sad people can be shown and the area with the strongest measured activation can
be selected for training. Figure shows an exemplary functional localizer of various
language tasks: Different brain areas are activated, depending on whether the subject is
listening to a story, reading it silently, etc.

In order to train the defined target region, cognitive strategies can be used in a similar
way. To regulate a region involved in emotion processing, it can be useful to imagine
appropriate facial expressions lmﬂ If the activity of a motor area is to be increased,
kinaesthetic imagery is often used, in which the subject imagines, for example, moving
the right hand without actually doing it [ADESI6]. In this way, situations, in which
certain tasks are voluntarily carried out, are simulated in the scanner and certain brain
regions are activated in response. In real-life situations, the activation of the brain region
is not a conscious process, but in neurofeedback training the (mental) execution of an
action can be associated with an activation or deactivation of a brain region and thus

brought into consciousness [AMGT05] [deCO7.

In order to understand how neurofeedback works and to be able to use it in therapeutic
settings, it is essential to understand the psychobiological process that enables the learning
of self-regulation. This is one of the most important, still open, topics in the research

field of neurofeedback [EKST16] [RBRT14] [SHST13]. On the one hand, the process of

regulating brain activity resembles humans’ ability to consciously regulate their attention
and commitment up or down [MGIH| [RMRI10] [STH™12]. On the other hand, the
neurofeedback scheme follows a classic operant conditioning setting: The participant
receives a reward for adapting the behaviour (in form of brain activation) according to
explicitly or implicitly made demands. Sepulveda et al.ﬂm were able to show that
a learning effect also set in when the subjects were not aware of which strategies could
be useful to activate the corresponding brain region or did not even know what kind of
region should be trained at all. Even if it was not known that it was a training situation
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b Silent reading d  Sentence repetition

Figure 2.2: Brain areas activated by different tasks concerning language [PMNIT].
With the help of a functional localizer the specific brain regions involved in a specific task can be
identified. These regions can further be used for neurofeedback training.

at all, in which the brain activity should be regulated, after a while an adjustment of the
brain activity in the rewarded direction became apparent [KWN™13] [WKN*13]. These
findings suggest that the participants used control strategies that occurred subconsciously
without explicit cognitive effort. Marxen et al. and others [MJIM™16] [SSRT16] therefore
advise against proposing strategies, as it limits the subjects’ freedom to develop the
method that is best for them.

Successful neurofeedback training results in specific behavioural changes that can be
traced back to altered brain function. For example, a change in the reaction time could
be determined after regulation of motor areas [BSOQT], or a change in pain sensation
depending on the activity in the anterior cingulate cortex [AMGTQF. These changes

in brain function and behaviour can last for weeks [SHIT11| [YLOT07 [YLO™08], or
even months to years [ASKT16] [MYKITH RKGCT17 [RMKT17. Both the level of

self-regulation and the learning effect are influenced by various factors, such as the type
of feedback, the reward, the instructed mental strategies, and the duration of the session,
amongst others [SAQ3 [SHST13]. A precise design, which is adapted as fittingly as
possible to the respective subject, can therefore contribute significantly to success. In
this way, neurofeedback makes a decisive contribution to basic research: With its help,
the knowledge gained so far, as to which behaviour activates which brain region, can be
completed by non-invasively examining which behaviour is triggered by activated brain

regions [DATJ].
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However, there are still some difficulties to overcome before neurofeedback can be used on
a larger scale, e.g. as a therapeutic tool. Only about two-third of all subjects examined
so far are able to gain control over their brain activity [FWWSN14], half of them only after
prolonged training. In addition, in many cases no control could be determined in the
transfer runs (f.ex. [RLST13] [DLST19| [HGH™11]) without feedback, which prevents an
effect beyond the training scenario. In order to find a solution to these problems, it is
necessary to further improve the process. This thesis is intended to contribute to being
able to give more precise feedback, one of the aspects that could have a decisive influence
on learning success.

2.1.2 Medical application and techniques

Neurofeedback in therapeutic applications aims to train the control of physiological
targets in order to induce changes in specific neural networks, which could be useful to
bring pathologically altered cognition and behaviour back to a healthy level Mﬂ
In the ideal case, in this way a skill is learned that enables the subject to gain control
over affected brain regions even in everyday situations.

In order to test whether a certain region can be treated with neurofeedback, it is first
necessary to find out whether this region can be regulated at all with the aid of neuro-
feedback. The regions that are tested for this controllability are usually already selected
with regard to possible therapy options for neurological or psychiatric disorders: If, for
example, the aim is a therapy for Autism Spectrum Disorder (ASD), an interesting object
of investigation is the superior temporal sulcus, since it is involved in (dynamic) face
recognition, and in the task of empathizing with the mental state of others. Also it shows
a disturbed function with ASD [DLST19].

EEG neurofeedback has been used successfully for a long time, primarily to treat neuro-
logical diseases. Here again, the advantage of neurofeedback compared to conventional
treatment is that medication often has unpleasant side effects or does not work in all
patients. Successful therapeutic approaches with EEG exist for epilepsy [SEQG] m,
insomnia [CGTT10], migraine [DDOBI2], obesity [ELPF12], or chronic pain [AMGT Q5]

ADHD is one of those examples in which classic medication such as Ritalin has no effect
on some children or lead to severe side effects, such as anxiety, abdominal pain, insomnia,
or headaches [MMMT6]. It was shown that EEG neurofeedback has a similar therapeutic
effect as stimulant drugs. The first training attempts took place in 1976 already [LST76]
and major effects on impulsivity and inattentiveness were found, as well as medium effect
sizes on hyperactivity ﬂm

Neurofeedback can also be used for very severe neurological disorders, such as Parkinson’s
disease. Patients who underwent such fMRI NF training learned to increase the activity
in the somatomotor cortex by using motor imagery and thereby improved the motor
speed of finger tapping

The situation is a little more complex with psychiatric illnesses and mental disorders.
Some mental diseases have heterogeneous causes, but if a causal relationship between the
illness and dysfunctional activity can be shown in a particular brain region or network,
the ability to regulate that region may have a positive effect on the patient’s mental health
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[DAT3]. Until 2013, no successful application of neurofeedback in psychiatric populations
had been presented ﬂm Nowadays however, there exist some promising approaches
for serious psychiatric disorders [LHIT12| [MMMTIG].

In patients with schizophrenia, various aspects of cognitive functions are impaired, such
as working memory, attention performance, verbal production, and face recognition
m. So far, no drug has been found that could improve these social and cognitive
limitations, but cognitive behavioural therapy has shown some success [PBKT02 and it
can be assumed that neurofeedback could have similar effects. There seems to be a neural
correlate, the anterior cingulate cortex (ACC), whose hypoactivity plays an important role
in the development of these deficits [SIHT02]. In addition, volume reduction [TSHT04]
and perfusion abnormalities m often occur in this brain region in connection
with schizophrenia. Cordes et al. [CMDT15] were able to show that control of the ACC
is possible, and Ruiz et al. [RLST13] examined the clinical effect of volitional regulation.
The success in regulation actually correlated negatively with the severity of the symptoms.
Additionally, faces expressing disgust could be recognized more easily and the duration
of the illness was significantly shortened.

The picture is similar in major depressive disorder. About 30% of patients do not respond
to standard pharmacological or psychological treatments ﬂm The remaining 70%
also experience problems during therapy due to serious side effects of the medication, such
as sexual dysfunction, gastrointestinal problems, or weight gain [BFFQ9]. Apart from the
fact that neurofeedback could provide a remedy in these cases, it would also make sense
to use it in previously unproblematic cases: Depression is often accompanied by a general
feeling of powerlessness and a low sense of agency [Bandd. Linden et al. [LHIT12] even
make the daring thesis that successful control over one’s brain activity could convey
the feeling of control and the experience that the own thoughts can be constructed, so
that the exact choice of the trained regions even plays a subordinate role. In general,
however, NF training targets regions that are related to depression. In this field, some
successes can be seen: Increased activation of amygdala m and other regions
(fex.[LHIT12] [HGB*16]) with emotional connotations, lead to reduced symptoms. After
EEG neurofeedback training, the patients were able to achieve an increased processing
speed of the working memory M Similar to schizophrenia, however, it is still
a long way before neurofeedback could be used as a comprehensive therapy for depression.
A certain social relevance also plays a role, since EEG neurofeedback already showed
initial success with criminal psychopaths, in that trained patients showed reduced ag-
gression and impulsiveness and a greater sensitivity to error processing than untrained
patients m

Further results in the direction of neurofeedback could therefore contribute to an increased
mental and neurological health of the population as well as to new ways of dealing with
mentally conspicuous offenders.

11
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Figure 2.3: Classic simple feedback schemes. In order to show the level of current brain
activity, in most cases either a continuously updated graph (a) m, a thermometer with
changing colours (b)[ZWBT19] or a bar (c¢) [MAKT15] that moves up and down is used. The
advantage of such a simple feedback design is that no cognitive load is deducted from the actual

task [KBLT17].

2.1.3 Different kinds of feedback

The question of which feedback is best suited to achieve optimal learning success has
already attracted a lot of interest in the history of neurofeedback. Very different ap-
proaches were taken, with different reasons and foci. Some of these ideas are briefly
presented here.

First of all, it has to be decided which sensory organ should be used to convey the
feedback. In principle, all of them are possible, but due to practical reasons, tactile,
olfactory, or gustatory feedback is usually renounced. Auditory feedback can, for example,
be given in the form of a pleasant or unpleasant tone in an MRI scanner environment,
but mostly visual feedback is used, which is presented to the subject on a screen in
the scanner. This preference is due, on the one hand, to the ease with which it can be
implemented, and, on the other hand, to the fact that is has been shown that visual
feedback delivers better learning results than auditory feedback ﬂm This finding
fits in with the fact that vision is the most dominant human sense [DAI3].

The classical design of such visual feedback consists of a graph that is continuously
updated to show the current level of the measured activity (Figure a). Similar simple
forms of representation consist of a thermometer with varying height (Figure b) or a
bar that moves up and down (Figure c). In contrast to more complex approaches,
the advantage of such simple feedback schemes is that only a low level of cognitive
performance is required for the perception and interpretation of the feedback ﬂm

Other authors presented feedback to the subjects that was in terms of content related to
the region to be trained. The idea behind this approach is that such a feedback mimics
an answer that would also occur in real life. DeCharms et al. [AMGT03] presented
a video of a larger or smaller burning fire (Figure a) to demonstrate activity in a
region involved in pain processing. If the subject manages to regulate the pain, only a
small fire is displayed to match the ’small pain’ In another example by Sokundi et al.
ﬂm, the feeling of hunger was supposed to be regulated; If this was successful, the
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Figure 2.4: Feedback design that has a content-related connection to the trained brain
region. The idea behind such a representation is to mimic the answer that would occur in
real-life regulatory situations, such as resisting a tempting looking but unhealthy food. In a, the
size of the fire symbolizes the activity of a region that is responsible for the sensation of pain
ﬂm, in b, the size of a picture with a food motif is adapted to the activity of an area that

is responsible for hunger [SLIT14].

displayed image of an appetizing food was reduced in size (Figure b), the "temptation’
therefore became smaller as a result of the regulation. This design should simulate
real-life situations in which it is, for example, necessary to refrain from eating due to a
diet.

One approach that also focuses on simulating real-life situations relies on the use of social
feedback. The first steps in this direction by Mathiak et al.[MAKT15] showed improved
results in the training runs if the subjects were presented with a human avatar whose
facial expression changed depending on the subject’s performance. While a neutral facial
expression was shown in the baseline or rest period, the avatar began to smile when the
activity of the target region was regulated in the desired direction (Figure . The main
benefit of such emotionally connoted feedback is that it offers a very intuitive reward
and simulates real-life regulatory measures, which also attempt to adjust behaviour in
order to receive positive social feedback. Chapter 5 goes into more detail on the benefits
of social feedback.

In order to increase the motivation of the participants and to alleviate negative aspects
of the training situation, e.g. severe fatigue, another possibility is to give the feedback by
integrating it into a game. Following this approach, which is particularly suitable for
children and young people, several designs have been tried. Often the point is to move a
virtual character, e.g. to guide a Lego robot through a landscape [MSSI3| or to let a fish
swim towards food (Figure ) [SCVT07. If the technical infrastructure is available, it
is even possible to have two subjects play with each other or against each other, as in
the brain-pong game by Goebel et al. [GSK04].

In addition to receiving continuous feedback via various sensory organs, there are also
experiences with giving a monetary reward [BSOQOT]. The participant is informed during
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Figure 2.5: Social feedback using tion and fun of training, some authors rely on
changing facial expressions of a the control of computer games with the help of

human avatar m The regulated brain activity. In this picture, a virtual
main benefit of such a feedback is the fish is controlled with the help of fMRI neuro-
intuitive reward and simulated real-life feedback to swim in the direction of smaller fish

social behaviour. to eat them [SCVTQ7.

the training if a certain threshold of activation is reached and thus, for example, one
dollar has been added to the profit. The entire profit will be paid out at the end of the
training.

The idea behind this feedback is to implement instrumental conditioning adapted to
humans, as it is also successfully used with animals.

The multitude of possibilities to give feedback, all of which lead to the successful regulation
of the corresponding brain activity, opens up perspectives for an individual adaptation
to the respective subject, the selected brain region and the technical possibilities that
shape the special neurofeedback training.

2.2 fMRI Neurofeedback

Neurofeedback that is based on fMRI is a method for learning how to gain control of
almost any region in the brain, a decisive advantage over approaches based on EEG
or near-infrared spectroscopy (NIRS), which are mostly restricted to the measurement
of cortical brain activity. The study of emotional processing and affective disorders is
difficult and limited with EEG since important subcortical areas, such as the amygdala,
cannot be reached. Technical advances in fMRI, such as multi-echo planar imaging
(EPI) [PWGT9J[SHIY, and the development of real time fMRI (rtfMRI) by Cox et
al. [CIHO3], reducing the data processing time to a tolerable low rate, have made this
method a useful tool in a variety of basic and clinical applications, including diagnosis,
disease monitoring, and therapeutic uses based on neurofeedback [Weil2].
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The following sections provide a brief overview of the basic principles of fMRI and
outline the advantages and disadvantages of this method compared to other imaging and
therapy methods.

2.2.1 Short overview: MRI and fMRI

In order to highlight the advantages and disadvantages of using fMRI in neurofeedback
applications, it makes sense to briefly discuss the physical and physiological principles
of this imaging method. A more in-depth explanation can be found in many standard
medical works; the following overview and the images are based on A.L. Beart’s book
‘Clinical functional MRI" [GoeQT].

2.2.1.1 Physical principles of MRI

This section briefly outlines the physical principles of magnetic resonance imaging (MRI),
which makes it possible to generate both anatomically and functionally resolved images
of the human brain. The recording of an MRI image essentially consists of two steps:
At first, the electromagnetic signal, which reflects the material-specific properties, is
generated and measured. In a second step, a three-dimensional image is reconstructed
based on these signals.

The underlying principle of MRI is based on the magnetic stimulation of body tis-
sue and the measurement of the signal returned by the body. Such a magnetic excitation
is possible for all atoms that have an odd number of protons. The atom of choice in this
case is the hydrogen isotope 'H, which consists of a single proton. It has well-known
magnetic properties and is abundant in body tissues.

As with all elementary particles, protons have a quantum mechanical property called
‘spin’. As a model, this spin can be assumed to be a rotation around its own axis, which
creates a very small directed magnetic field. Usually, the spins of the hydrogen atoms in
the body are randomly oriented and cancel each other out, so that the body as a whole
has a magnetic field strength of approximate zero (Figure a). If the body is placed
in a strong external magnetic field, called By, the spins of all protons align according
to the field lines of this external field, either parallel or antiparallel (Figure b). It is
energetically more favourable for the single atom to align the spin parallel to By since it
requires more energy to flip it to an antiparallel orientation. Therefore, a larger part of
the atoms is aligned parallel to the external magnetic field, and the magnetic fields of
the spins no longer completely nullify each other. Instead, there is a small additional
magnetic field that is oriented in the same direction as By, called My, that consists of
the sum of the surplus atoms with a spin parallel to By. The strength of My depends on
the strength of By: The stronger the external field, the greater the energy required for a
single atom to reverse its spin direction. Just as a spin top in the earth’s gravity field
begins to revolve its axis of rotation around the axis of gravity (a phenomenon called
‘precession’), the spin of a proton precesses around an axis parallel to the external field
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Figure 2.7: Protons act like little magnets because of their spin property [GoeQT]. a:
Without an external magnetic field, the directions of the spins are randomly distributed and
in sum cancel each other out. b: Under the influence of an external magnetic field By, the
spins orient either parallel or antiparallel to the field lines. Since it takes more energy to align
antiparallel, a slight excess of spins are oriented parallel, resulting in a magnetization of the body
called My. c: Just as a spin top in the earth’s gravity field, the spin start to rotate their spinning
axis around an axis parallel to the external field. This phenomenon is called ’'precession’.

(Figure c¢). The frequency of this precession, called Larmor frequency wy, is directly
proportional to the strength of the external magnetic field:

wr, =By (2.1)

The factor v is called ‘gyromagnetic ratio’ and is specific to the type of atom that is
being examined. If an energy pulse B; with the corresponding Larmor frequency is sent
out, this energy can be completely absorbed by the protons, resulting in a ‘resonance’,
which means that the protons are set into a strongly excited state in which more atoms
have the energy to change the direction of the spin to ‘antiparallel’. The resulting Mg
vector no longer points exclusively in the direction of the By field, but is flipped by a
certain angle o depending on the number of rotated spins. If there were the same number
of spins in the ‘antiparallel’ as in the ‘parallel’ orientation, My would be rotated by 90°
(as in Figure a). In addition, this energy pulse means that all spins are brought ‘in
phase’, that is, they all point at the same time to the same point in the precession circle.
At the time of excitation, the resulting vector consists of the sum of the amounts of
the single spins and rotates with wy, around the By axis (Figure b). The horizontal
component of My, M,,, can be measured with a receiver coil as it induces a small but
measurable current in the coil.

The protons do not stay in this excited state for long. Interactions with the surrounding
tissue lead to a loss of energy, and an increasing number of spins fall back into the
position parallel to By. The time until the (almost) complete restoration of the original
My vector is referred to as 1) and is strongly dependant on the material. For an fMRI
measurement, however, two other parameters are decisive. Since the magnetic fields of
the single spins interact with each other, they quickly dephase, which means that each
spin precesses with a different frequency. The greater the difference in phase between the
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Figure 2.8: An electromagnetic pulse with the according resonance frequency leads to
an excitement of the proton spins [Goe0T]. a: Following this excitement a higher number
of spins turn into the antiparallel direction and the resulting magnetic field vector My is flipped by
an angle a. As can be seen on the graphic in the middle the horizontal component M,, increases,
while the transverse component M, decreases. b: As an additional effect the electromagnetic
pulse leads to an in-phase precession of all spins. The resulting vector is the sum of the total
amounts of all single spins and rotates with the Larmor frequency around the external field
direction.

single spins, the smaller the resulting vector M,,. The corresponding decay process is
shown in Figure [2.9]as an example for three spins. It follows the law

Myy = My - e~ t/12 (2.2)

whereby the decisive time constant 75 is the time until the horizontal component is
nearly equal to zero and no more signals can be measured. The speed of the dephasing
and thus the decrease of M, is an important observation for fMRI, since it depends on
the physiological conditions of the tissue, for example the local blood oxygenation.

The state of completed dephasing, with M, ~ 0, can be reversed with an 180° pulse.
The single spins are ‘flipped’ around an axis so that they run completely in phase again
after twice the decay time has elapsed and the process can be restarted. As a model,
this process corresponds to a racetrack with runners at different speeds who are asked to
run back after a certain time. If they run as fast as before, they should all be back at
the start at the same time and be able to start over. The time until the restart of the
dephasing is called echo time (TE). However, the dephasing is not completely reversible,
as part of the energy is irretrievably lost through random interactions. The whole process
over several echo times is shown in Figure As a result of the processes described
above, the maximum amplitude of M, becomes smaller over time; this decay also follows
an exponential law with the time constant 7. After the maximum signal can no longer
be measured, the spins have to be excited again with a high-frequency pulse. The time
between two excitations is called repetition time (TR).

In the second step, an image must be reconstructed from the measured magnetic
signals. To do this, it must first be determined from which part of the body a corre-

sponding signal originated. This is where additional gradient coils come into play, which
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Figure 2.9: The signal amplitude of the measured MRI signal decays exponentially
with the time constant T} [GoeQ7]. The raw signal oscillates with the resonance frequency.
The signal is lost with de-phasing, as indicated for three single spins. When the spins are
completely out of phase, the signal is completely lost, which correspond to a zero length of My,.
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Figure 2.10: The process of de-phasing can be reversed by the application of a 180°
pulse, which flips the vectors around an axis, so that they are in phase again after
the echo time (TE). The maximum amplitude of the echoes gets smaller over time due to an
inevitable loss of energy caused by random interactions [Goe0q].
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Figure 2.11: The principle of frequency encoding using glasses of water with different
heights as example [Goe07]. The glasses are placed in a MRI scanner along the x-axis and a
single slice containing all glasses has been excited. a: In the absence of any gradients, all spins
from all glasses precess with the same frequency. The measured signal oscillates with the same
frequency and its amplitude reflects the sum of spins. The spatial positions of the glasses are
not estimable. b: If a gradient is applied in the x-direction, the spins precess at frequencies
that depend on their position along the gradient. Spatial information is now frequency-encoded;
the obtained signal is the sum of these frequencies. With an inverse Fourier transformation the
amplitude of each frequency can be estimated, and an image for each of the glasses can be formed
that reflect the respective height of water.

generate spatially variable magnetic fields. Due to the different magnetic field strength
at each location, the spins of the protons precess with different Larmor frequencies and
thus emit their electromagnetic signal with different frequencies (see Figure .
First, the measured volume is divided into slices. A slice is selected by an energy pulse
that exactly covers the frequencies, with which the spins in the corresponding slice precess,
and excite only them. Thanks to the gradient field, all other spins have a too high or too
low Larmor frequency so that there is no resonance effect.

A second gradient field orthogonal to the first one is used for the spatial resolution of
the first spatial axis of the slice. In this way, spins with different Larmor frequencies are
created along this spatial axis while the signal is measured. With the help of an inverse
Fourier transformation, the signal strength of each frequency can be determined and
since this frequency depends on the distance in the gradient field, the starting position of
this signal can be estimated along this spatial direction. This process is called ‘frequency
encoding’ and is shown in more detail in Figure using an example with water tanks
of different heights.

Unfortunately, it is not possible to analyse the second spatial direction of the slice
with frequency encoding as this would lead to ambiguous results. Instead, a procedure
called ‘phase encoding’ is used here. For this purpose, an additional gradient field is
applied along the last spatial direction, which does not permanently influence the spins,
but only for a short moment before the echo is measured. This results in a frequency
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difference for a brief moment during precession. After switching off the gradient all spins
rotate again with the same Larmor frequency, but now have a phase difference, that
is, each spin vector has a different direction. With a clever combination of frequency
encoding and phase encoding, a two-dimensional image of the slice can be generated
in the desired resolution. The phase encoding procedure must be carried out several
times for each layer with different phase shifts in order to achieve complete encoding.
The idea behind the repeated phase shifts is that they depend on the distance in the
gradient field. For example, the spin of a proton close to the source experiences a
smaller phase shift than the one of a proton located further away. The summed phase
shifts after a few applications of the gradient ‘oscillate’ more slowly for a nearby proton
than for a more distant one, since it takes longer for the phase shift to correspond
to a complete precession period. By using this detour, an inverse Fourier transforma-
tion can then be carried out again, which leads to a spatial encoding in the last dimension.

A process called echo-planar imaging (EPI) is usually used to record fMRI images.
All phase-encoding steps of a slice are measured during a single T5-decay. In this way,
the speed of the recorded images can be increased drastically, which is ideal for capturing
neural processes, but as a downside a high performance of the scanner is required, since
the gradients have to be switched very quickly. In addition, image distortions can easily
occur due to inhomogenities in the magnetic field, called ‘susceptibility artifacts’ These
inhomogenities are caused by transitions between different materials, for example brain
tissue and air. For a precise analysis, these distortions must be taken into account and
corrected in the preprocessing of the reconstructed images.

2.2.1.2 Physiological principles of {MRI

Neural activity consumes energy, which is made available in the form of glucose and
oxygen. The supply takes place via the vascular system, which transports oxygen-rich
blood from the lungs to the brain via the arteries. Oxygen is delivered to the corresponding
nerve cells in a fine-grained vessel network, the capillaries, while the oxygen-poor blood
is transported away via veins.

A local increase in neuronal activity thus leads to an increase in local cerebral blood flow
(CBF) and cerebral blood volume (CBV) within a time span of five to six seconds in
order to be able to provide sufficient oxygen. This response of the vascular system to
neuronal activity is called ‘hemodynamic response’. The increase in CBF leads to a local
oversupply of oxygenated blood and the deoxygenated blood is removed more quickly, as
shown in Figure [2.12

The difference in blood oxygenation can be used to record neuronal activity through
an MRI signal. Oxygenated blood has diamagnetic capabilities, which means that it
hardly influences the external magnetic field, while deoxygenated blood is paramagnetic,
leading to a local change in the magnetic field, which is therefore less homogenous. As
explained in the previous section, the less homogenous the field, the faster the de-phasing
of the spins followed by a faster decrease of magnetic signal. With increased neuronal
activity, the deoxygenated blood is transported away more quickly, so it can interfere
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Figure 2.12: From neuronal activity to BOLD signal [Goe07]. a: At rest, neuronal activity
and CBF are low. A constant oxygen extraction rate fuelling neural activity leads to a fixed
ratio of deoxygenated (violet dots) to oxygenated (red dots) blood. Since deoxygenated blood is
paramagnetic, it distorts the magnetic field, leading to a rapid de-phasing of excited spins and
thus a low MRI signal. b: If the cortical region is in an activated state, the oxygen extraction rate
increases. The high CBF flushes deoxygenated blood away from the capillary bed. Oxygenated
blood does not substantially distort the homogeneity of the local magentic field, excited spins
dephase slower than in the baseline state resulting in an enhanced MRI signal (BOLD effect).

less strongly with the external field than in the resting state and an increased magnetic
signal is generated (Figure . This signal is called blood-oxygenation level dependant
(BOLD) signal.

Since the enlarged blood vessels need longer to return to their normal size then the
CBF, there is an accumulation of deoxygenated blood and a short ‘undershot’ in the
measurement of the signal, i.e. a signal that is lower than in the resting state. The
resulting hemodynamic response is shown in Figure [2.13] a.

With the fMRI measurement, the neuronal activity is measured only indirectly via its
metabolic processes in the form of oxygen supply, which leads to a significant delay in the
signal as well as inaccuracies in rapidly succeeding stimuli, as the vascular system can no
longer react to each individual stimulus. Thus, only a combined response is measured, as
can be seen in Figure b.

2.2.2 Advantages and limitations

The use of functional MRI as an imaging method for neurofeedback offers decisive
advantages over other imaging methods. The most important advantage is the relatively
high spatiotemporal resolution, which makes it possible to map the entire brain within a
couple of seconds with millimeter accuracy [Log0§. In contrast to EEG and functional
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Figure 2.13: The hemodynamic response to neuronal activation [PMNIT]. a: After a
spike of a neuron (red line) the vascular system reacts with an overshot of oxygenated blood.
This excess can also be seen in the magnetic signal (blue line) with a delay of five to six seconds.
It is assumed that the hemodynamic response is linear, that is, a neuronal signal that is twice as
strong also generates a magnetic signal that is twice as strong. After the CBF has fallen back to
a normal level, there is a brief excess of deoxygenated blood, which leads to an undershot in the
magnetic signal. b: Since the hemodynamic response is assumed to be linear, the responses to
neural spikes, which take place in quick succession, add up. However, if the two spikes are too
close together, as shown on the right, the resulting BOLD signal can no longer be distinguished
from that of a single, but stronger, spike.

NIRS (fNIRS), it is possible to reach deep cortical regions as well as to select a brain
region or just individual voxels whose activation is measured. Furthermore, complex
networks that are involved in a task can also be examined. With the help of functional
localizers, it is therefore possible to define an individual area for each subject that is to
be trained and in this way to make an important contribution to personalized medicine
[LHIT12). Similar to most other imaging methods used for neurofeedback, fMRI is free
of known long-term side effects, non-invasive, and drug-free, so that longitudinal studies
can be performed that examine a single subject over time [DAT3].

In order to be able to use these advantages of fMRI, however, some disadvantages have
to be accepted. Since the magnetic resonance of the hemodynamic response is measured
instead of the electrical activity of the nerves themselves, it is an indirect measure
that has a relatively long time delay. Although this is sufficient for the measurement
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of long-term neuromodulatory effects, such as arousal, memories, attention, etc., very
short-term neuronal impulses are only inadequately recorded [Log0§]. In addition, it has
not been conclusively clarified whether fMRI NF actually modulates neuronal activity
or just the blood flow through the target region [Weil2]. In general, the signal-to-noise
ratio in fMRI is rather small, it can be improved by higher field strengths, but these
also lead to increased tissue heating [GDKT15], which causes an uncomfortable training
atmosphere. Both the spatial specificity and the temporal response are sensitive to motion
and physiological changes, e.g. in breathing or heartbeat, leading to a reduced continuity
between behavioural changes (e.g. changing the cognitive strategy) and the feedback
signal [DAT3]. Compared to an EEG setting, fMRI NF is a relatively time-consuming
procedure and since movement should be avoided as completely as possible, the number
of possible tasks is quite limited [LHIT12].

A large part of these disadvantages could be mitigated either by combining fMRI with
other methods or by more complex processing of the data m It remains subject to

further studies if these possibilities can also be implemented in a neurofeedback context.

Despite the limitations mentioned, neurofeedback based on fMRI is ’currently the best

tool we have’ [Log08§].
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CHAPTER

Introduction to emotion
processing

Emotion processing is a primal function of the brain that is to be classified by tribal
history prior to the emergence of language. Feelings are not limited to humans; also
animals have feelings, process emotions, and align their behaviour to them. Almost all
psychological variables are influenced by emotions; they have an impact on the perception
of the environment, the self-image, memory, learning performance, and social behaviour
zision )

In order to determine the influence of the perception and processing of the emotional or
social feedback on the activation of certain regions of the brain, it is important to consider
how emotions and feelings are processed. This includes the information which brain areas
are involved, whether there are differences in the processing of different emotions, and
what influence boundary conditions, such as the type of task, have.

Since neurofeedback may be used as a therapy method for various psychiatric diseases, it
is necessary to take into account how emotion processing differs between patients with
affective disorders and healthy subjects and to what extent this difference could affect
the processing of social feedback.

In addition, the subgenual anterior cingulate cortex (sgACC) is presented as a sample re-
gion, since the data underlying this work describes this region as a target of neurofeedback
training.

3.1 Methods and limitations of localizing the processing

of emotions

Before the actual processing of emotions will be discussed, it must first be clarified what
an emotion actually is and in which way it differs from a feeling or mood. Above all,
this distinction is important because the three terms are often used synonymously in
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common language. Dolan [Dol02] defines the difference as follows: An emotion is a
short-term, fierce reaction with automatic reaction patterns, which is nevertheless felt
specifically and deliberately. On the other hand, a mood or feeling is a longer-term
reaction tendency that can promote or inhibit the occurrence of certain emotions. A
mood is based on physiological changes due to the processing of emotion-releasing states
or objects whose mental representation the current mood is. Therefore, it can also be
assumed that emotions and feelings are mediated by different neuronal systems.

The focus of research is clearly on the short-term emotions, as a general mood has
significantly more complex relationships and is unsuitable for a measurement setting due
to its long-term nature.

Before the dissemination of imaging methods, brain research concerning emotions and
their impact on behaviour was based mainly on animal and lesion studies. Since only
long-term consequences of lesions, such as general behavioural changes, can be considered
in such studies, emotion research was a long-neglected branch of neuroscience. The
research interest significally increased with the possibility to map and localize the
emotion-specific correlates in the brain through imaging methods such as fMRI or PET
that are able to produce whole-brain volumetric images [HSQ7]. Despite these newly
created possibilities of tracking experienced emotions, the problem remains that emotions
are very difficult to objectify and thereby to be comparable between different subjects. In
addition, in the tomograph, no natural emotional conditions can be produced in general.
Nevertheless, the following methods of experimental emotion induction are applied to
simulate corresponding situations [HS0T]:

e The subject is instructed to feel into a certain emotional state based on materials
presented (texts, films, music, etc.).

e In contrast, implicit emotion induction experiments are conducted to elicit behaviour
that the subject is not aware of.

e The subject is asked to reminisce about experiences he or she made in the past.

e By giving a task and providing feedback on success or failure, satisfaction or
frustration are triggered in the subject.

o Physiological changes are triggered, for example, by drug delivery.

This variety of methods leads to significantly different results and lack of comparability
between studies. Additional complexity is generated by the consideration of various
emotions, the type of stimulus (e.g. visually assigning or verbally designating an emotion),
or the use of emotion discrimination, which is the recognition of emotions usually via
facial expressions. The latter can take place either explicitly, i.e. the emotions are named
or assigned, or implicitly, in this case the emotions are only perceived, mostly while
distracting the subject with other tasks.

In order to illustrate to how diverse, partially contradictory results this abundance of
measurement methods can lead, some results of studies are presented that have dealt
with the different processing of implicit and explicit emotion discrimination:
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e In a study by Critchley et al. ﬂm it has been shown that the temporal cortex
was active in explicit discrimination but the amygdala in implicit discrimination.

+ Both Gur et al. [GSTT02 as well as Habel et al. [IWDT07| could show that the

amygdala and the hippocampus were activated in explicit but not in implicit tasks.

e Another study by Lange et al. ﬂm, which included only implicit tasks,
revealed an involvement of the hippocampus and inferior occipital cortex.

o The amygdala, orbitofrontal cortex, and nucleus caudate were activated in Gorno-
Tempini et al. ﬂm by explicit emotion discrimination, but only for certain
emotions.

In order to handle this diversity of results, Schneider et al. [SGGMO94] designed a
standardized method for emotion induction: from a reservoir of 40 pictures with male
and female actors of different ages, a selection is presented to the subjects with the
instruction to feel sad or cheerful using the picture. On these black and white pictures
visual expressions with the corresponding emotions are shown. In Figure an example
of such mood-inducing studies used by Wilhelm et al. [WHMT14] can be seen. This or
comparable methods are actually used in many studies investigating emotion processing,
resulting in a higher comparability of the results of these studies. However, in this way,
only a very limited selection of information can be obtained. The only information
gathered this way is which brain regions are activated when viewing emotional images
and the inducted emotion, which is only a very small part of the overall process. In order
to be able to examine other aspects of emotion processing, it is necessary to deviate from
this standardized method.

Another complexity factor that cannot be reduced with the choice of the correct emotion
induction method is the strong individual variability of the brain regions involved in
emotion processing. Personality factors such as extraversion or neuroticism can act as
moderator variables here [CZDT01]. In addition, the brain is in constant transformation,
due to learning processes or as a result of injury (‘neuroplasticity’). In the course of these
transformations, it may happen that a certain task is taken over by another region or
that it comes to significant performance changes, which can then lead to a change in the
measurement results, although the same subject’s brain is investigated.

Many authors also mention gender differences in emotion discrimination. Thayer and
Johnson [TJ0Q] found a general performance difference in their study, in which women
showed significantly better results. Other authors observed differences in the brain regions
used for various emotions. Women showed, e.g., a high amygdala activity with annoyed
and neutral faces, while in men this region was more activated with scared faces [SSST0H].
In addition, men showed a stronger asymmetry in the used brain hemisphere m
General behavioural differences could not be observed, however.
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Angry — Disgust Angry - Happiness Angry — Surprise

Fear — Disgust Fear — Happiness Fear — Surprise

<

Sadness — Disgust Sad ~ Happi d — Surprise

Figure 3.1: Mood-inducing pictures with different facial expressions. In this example
used by Wilhelm et al. mﬂ composite emotions are used to induce the corresponding
mood to the subjects with the instruction to feel the corresponding emotion.

In the following, a brief summary will be given from the abundance of emotion processing
investigations, how they are carried out in the case of healthy subjects and which changes
are observed in psychiatric diseases.

3.2 Emotion processing in healthy people

Smooth emotion processing is a basis for an individual’s health in almost all areas of daily
life. There is nearly no cognitive task, whose execution is not modulated by emotions.
Emotional content, for example, is more easily learned, retained longer, and emotions
affect the access to this content [BowS&T].

The way from an emotional stimulus, for example listening to a sad song, to (emotional)
reaction (maybe the flow of tears) consists, according to Ochsner at al. [OSBI4], of the
following four steps:
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o In the first step, the emotional stimulus is perceived in its environmental context.
This can be either an external stimulus like a facial expression of another person
or a witnessed event, but also an internal thought. The further processing of the
stimulus depends on this context, i.e. if it is generated internally or externally.

¢ In a second step, attention to some of these stimuli is generated. Not all stimuli
are considered to be important and by paying attention to only some of them, a
first appraisal of the importance of the stimuli is carried out by lower order areas.

e This selection of stimuli is then appraised on the basis of their significance by
higher-order cognitive areas. Aspects of this evaluation are, for example, the
relevance for one’s goals, the current wishes or needs.

e In the last step, the experience of the stimulus will be modulated according to this
evaluation. Emotion-expressive behaviour and autonomic physiologic changes, such
as raising the heart rate in fearful situations, are generated.

This emotion processing is not a one-way procedure. Each of the steps mentioned is
constantly controlled by higher cognitive areas and, if necessary, adapted.

Although this process is approximately equal for all emotions, so far no region in the
brain has been found that is activated for all emotions without exception [PYWTLQO2].
Nevertheless, some brain regions seem to play key roles in the processing of emotions.
These regions are briefly presented in the following subsection.

3.2.1 Brain areas involved in emotion processing

The regions playing a role in a variety of emotions and tasks consist, according to a
multitude of studies [HSOT [Dol02], of the amygdala, the anterior cingulate cortex (ACC),
the posterior cingulate cortex (PCC), large parts of the prefrontal cortex (PFC), especially
the orbitofrontal cortex (OFC) and ventromedial PFC, and parts of the anterior temporal
cortex, especially the insula. These areas are highlighted in Figure 3.2} Together, they
form a network that extracts emotional and socially relevant information from faces and
enables the experience of emotion as well as emotional behaviour [HSOT].

For each of the steps of emotion processing described by Ochsner et al. [OSBT4], different
regions are actively involved. The activation by the stimulus in the first step depends
on the context of its generation ﬂm Internally generated emotions via thoughts,

memories, or the feeling into certain emotional conditions activate the insula [LRBF97].

External stimuli rather activate the amygdala, where a presentation below the conscious
perception threshold is already sufficient m A special focus of the amygdala
is on stimuli of potential danger, so it responds, e.g., particularly strong to anxious
faces. In addition, in the perception of externally generated stimuli further areas of
the anterior temporal cortex are involved, such as the lateral fusiform gyrus and the

superior temporal sulcus, which reacts exclusively to visual stimuli, mainly faces [SSDIT].
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Figure 3.2: Regions playing a role in emotions, in lateral, anterior and posterior view.
Orbitofrontal cortex (yellow), insula (violett), anterior (blue), and posterior (green) cingulate
cortex as well as amygdala (red) [Dol02].

Furthermore, schematic emotional facial expressions, as often used for social feedback,
lead to an activation of these regions [WMST02.

The control of attention to certain stimuli in the second step is also modulated by the
amygdala [OSBT4]. A first assessment is made to determine to what extend this stimulus
is relevant to current or lasting goals. In contrast to pure perception, this task is carried
out mainly by the part of the amygdala that is located in the left hemisphere. While the
right hemisphere part of the amygdala habituates fast to recurring stimuli, the left one is
responsible for a more detailed and specific analysis and shows more endurance [SCAQ§].
In the third step follows a more accurate assessment of the stimulus regarding its context.
Historical /autobiographical aspects, the current motivation, and (behavioural) goals
play a role in this step. Since this is a higher cognitive function, it is fulfilled almost
exclusively by the PFC [OSBI4], which is also involved in higher cognitive tasks outside
emotion processing.

After an emotional stimulus has undergone the first three steps and was valued as impor-
tant, an emotional reaction usually follows. This can be expressed in the change of mood
and behaviour. In addition, various physiological parameters are modulated according to
this reaction, e.g., pulse and breathing can adapt to a situation classified as dangerous.
These changes are mainly controlled by the insula [OSBT4], which in the brain forms a
representation of the sensations of the body and influences the awareness of them.

Although this base network of emotion processing is well documented in the refer-
ences, most areas in the brain are activated only for certain emotions or tasks and are
responsible for the unique shade of each emotion. The most important emotions and their
neuronal correlates are presented in the next subsection, followed by a more accurate view
of the areas that are activated for cognitive aspects in the field of emotion processing, as
required in the analysis of emotional feedback.
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[_] Happiness
Bl Sadness
[ Disgust
B Fear

B Anger

Figure 3.3: Neuronal correlates of the single emotions happiness, sadness, disgust,
fear, and anger in a meta-analysis of Phan et al. [PWTLO02]. None of the emotions is
represented by a single region, whole networks of brain areas are responsible for the unique shade
of each emotion.

3.2.2 Dependence on emotional valence

The vast majority of studies that deal with emotion processing have a certain emotion as
focus of their investigations or compare two or more emotions with each other. In this
context, it is often spoken of the ‘valence’ of emotions, which describes the extent to which
an emotion is pleasant or unpleasant [PWTL02]. The emotions fear, sadness, disgust,
and anger are usually described as unpleasant, while happiness has a positive valence. For
some of these emotions, e.g., disgust, the found involved regions are homogenous across
studies, for other emotions, such as happiness, every investigation seems to provide a
separate result. In Figure [3.3] the results regarding the neural correlates of the individual
emotions of a large-scale meta-analysis of Phan et al. [PWTL02] are presented.

For the processing of sadness-inducing stimuli, the involvement of the amygdala has
been very well documented (e.g., [SHK™00], [BMET99|, [LEI™03]), and activation of the
entire ACC, the ventrolateral PFC and the temporal cortex has been shown [HKKT03].
A decisive role of the sgACC has also been described particularly often (e.g., [PYWTL0O2],
[LEIF03), [[WKF12)), Lindquist et al. [LWK¥12] also specifically mention the posterior
part of the ACC. Apparently the neural correlates of sadness consist primarily of the
basic network of emotion processing.
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The situation looks a little different in the investigation of happiness. Here some brain
regions are mentioned that apparently are exclusively involved in this pleasant emotion.
However, very different framework conditions and triggers were examined in these inves-
tigations. In the happiness studies, reactions to addictive substances, stimulation of the
reward system, recall of enjoyable activities, happy faces, and pleasant images are mixed
up. The results are accordingly diverse: Habel et al. m found involvement of
the basal ganglia, amygdala, dorsolateral PFC, inferior temporal cortex, dorsal PCC,
and cerebellum. Other authors name the anterior parahippocampal gyrus m,

supramarginal gyrus [PBHT 98], ventral striatum, and putamen [PWTLQ2].

The authors of studies describing the emotions fear and disgust are very unanimous. This
could be due to the fact that both emotions are relatively primitive, phylogenetically old
mechanisms that primarily serve the survival of the individual and hardly have any higher
cognitive aspects. Disgust can probably be traced back to a primitive food rejection
reflex or a physical aversion to disease-threat [CYRT96]. Fear protects the individual
from dangers and unnecessary risks; fear-inducing stimuli are therefore evaluated by the
amygdala in an accelerated processing step (e.g. [EWTL0Z, [CYRF 6], [Agg92]). This
finding is also confirmed by lesion studies. Patients with a missing or damaged amygdala
showed difficulties in recognizing instances of fear in voices [BMSD04] and correctly as-
signing fearful faces ﬂm, additionally they did not describe any fear experienced in
close contact with snakes, spiders, or when frightened [EADTII]. The amygdala receives
help in processing fear-inducing stimuli from the fusiform gyrus and the PFC [SREP9§].
The number of brain regions involved in processing of disgust is also very limited. Only
the basal ganglia [PWTL0OZ and the insula ([PBIT98], [Call3]) are mentioned here. In
addition to imaging studies, difficulties in recognizing disgust in faces and voices were
found in lesion studies in these two regions [ATDQ3]. In neurodegenerative diseases, such
as Parkinson’s disease, which can lead to a reduction in nerve tissue in the basal ganglia
and insulae, a reduced experience of disgust as a reaction to foul smelling odours has

been demonstrated [MHNROT].

Little attention has been paid to the emotion anger. The few studies that exist in this
area refer to the cingulate and medial temporal areas [PBHT 98] and the OFC [LWK™12].
There exist also counter-tendencies to this small-scale division of emotions, which leads
to an abundance of partially competing results. Davidson’s valence hypothesis [DH95|
assumes that the two hemispheres of the brain are responsible for different groups of
emotions each. According to this hypothesis, the left hemisphere processes approach
behaviour and positive affects, while the right hemisphere is responsible for withdrawal
behaviour and negative affects. Many studies have been able to support these assumptions
with their results [DEYHO03].

Some authors even go one step further. In their ‘psychological constructionist approach’
it is assumed that neither the concepts ‘emotions’, ‘perception’, or ‘cognition’ are repre-
sented in the brain, nor do special emotions have their own correlates [GBQJ]. Instead,
small networks are activated depending on the actual situation, which then in combination
lead to the feeling of the respective emotion or mood. However, since this approach does
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not contribute to the understanding of the relationship between emotion processing and
social feedback in neurofeedback, in which individual regions are to be trained, this idea
is not further explained here.

3.2.3 Cognitive tasks related to emotional stimuli

In this section on cognitive aspects of emotion processing, two different fields are high-
lighted. In the first part, the control of the single steps of emotion processing described
in Section 3.2.1. by higher cognitive areas is presented. In the second part, cognitive
functions are considered that do not belong to the processing of emotions per se, but
can be influenced by the interaction with them, such as memory performance, learning
effects, or the assessment of experienced situations.

The steps of emotion processing described so far largely rely on simple stimulus-outcome
associations and fast but stereotypical responses. Although this procedure is sufficient
for primitive escape behaviour, an additional evaluation of these primary processes
is necessary for long-term sensible behaviour in a complex environment. This higher
cognitive control takes place among others through the prefrontal cortex, whereby several
dimensions of appraisal come into play [DTTCIT]:

o Evaluation of the environment based on its implication for one’s current goals and
needs, depending on their current hierarchy

¢ The reflection about the intention of others and the consequences of others’ actions
to one’s goals. This aspect involves ‘mentalizing’, which means the understanding
of others” mental states, goals and needs

o Self-evaluation, mostly based on the alignment between one’s action and social
norms supported by the knowledge about norms and feedback from others

o Appraisal of the costs of certain actions, physiological processes in the body, one’s
mental state etc.

In order to cope with this complex task, the PFC has developed a functional special-
ization of the single subregions, each of which is also subject to a different connectivity
to other brain regions and thus has access to different information [DTTCIT. These
subregions and their respective specializations are described in great detail by Dixon et
al. [DTTCTIT based on the result of a large-scale meta-analysis. Five of these regions
are briefly presented here as examples, which could be involved in processing emotional
feedback in neurofeedback training.

The lateral OFC is responsible for evaluating the goal relevance of objects or events that
are perceived from the external environment. This includes the assessment of visually
presented images, auditory stimuli, smells, tastes, and touches with regard to their
usefulness and also danger (survival is a long-term goal of most people, too). This area
is particularly sensitive to changes in other people’s facial expressions that signal reward
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or punishment.

The evaluation of internally generated events, such as remembering past experiences,
hoping, or imaging a future event, is taken over by the medial OFC, which is also involved
in dreaming. The more pleasant the internally generated event is valued, the higher its
activity.

The dorsomedial PFC is responsible for the above-mentioned mentalizing. In contrast to
the lateral OFC, its task is to recognize and assess the internal thoughts and intentions
of other people that are not directly observable. Thus it is necessary to put oneself in
another head or body and to imagine how one would behave with the wealth of experience
and the intentions of the other person. A precise knowledge of the characteristics of the
other is essential. For this purpose, a further specialization of the dorsomedial PFC takes
place: In imaging studies different personality types activate different voxel patterns in
this region.

The appraisal of self-related information is located in the rostromedial PFC, this part
assigns positive or negative values to the self-image. This assessment is done on the basis
of social feedback, subjective feelings, and autobiographical narratives. In studies in
which traits should be assessed as self-descriptive, the activity of the rostromedial PFC
positively correlated with the degree of conformity of the trait with the self-image. This
area seems to play a special role in explicit self-reflection. The self-image created in this
way can be modulated by the valenced feedback from others about one’s own personality,
whereby, interestingly, positive feedback has a stronger influence.

Last but not least, the lateral PFC should be named, which is responsible for evaluating
the appraisals and regulatory strategies of the other areas. The participation of this
region makes it possible, for example, to value future rewards higher than immediate
satisfaction, to make exploratory choices or to create an internal model of a possible
but not explicitly named task. Overall, the lateral PFC is responsible for metacognitive
awareness, i.e. the ability to reflect, describe, and evaluate mental content.

In natural situations it will almost never happen that only one of these regions is activated.
Instead, in the processing of every emotion, there is interplay of subcortical and evaluating
cortical areas at every point, which together contribute to the experienced feeling.

In addition to the cognitive evaluation in emotion processing, there are a number
of cognitive tasks that are closely related to the experience of emotions. As mentioned
before, emotions have a decisive influence on memory performance, but a memory can
also trigger an emotion. Many tasks traditionally used in studies examining emotion
processing require some degree of cognitive involvement. Examples are focusing on a
certain feeling, evaluating one’s feelings, evaluating the value of an emotional stimulus,
estimating genders in presented images, or recalling emotional memories [PWTLO02].

Almost all studies that deal with this link between cognitive and emotional tasks name in
this context a participation of the medial PFC and the ACC [PWTL02], where the latter
is only activated by the cognitive task and hardly by passive emotional conditions, such as
the sole viewing of emotional images. Activation was also found in 60% of recall induction
studies for the insula, which is particularly involved in the processing of emotions from
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B Emotion + cognition
B Emotion alone

Figure 3.4: Results of the meta-analysis of Phan et al. [PWTL02] concerning cognitive
participation in emotion processing. Especially PFC, insula and ACC are activated, where
the latter is only involved in "Emotion+cognition’, but not in passive emotional tasks, such as
sole viewing of emotional images.

internal stimuli, as mentioned before [DGBT0Q]. Figure shows the results of the
meta-analysis by Phan et al. [PWTL02] with regard to cognitive participation: All three
regions show an accumulation of activation across studies.

3.3 Emotion processing in affective disorders

Affective impairments are characteristic for many psychiatric and neurological diseases.
Emotional abnormalities can be seen in addiction disorders, schizophrenia, affective disor-
ders (bipolar disorder and unipolar depression), neuroses, anxiety disorders, autism, and
other personality disorders such as borderline syndrome or sociopathy [HSQ7. Depressed
patients, for example, seem to be less sensitive in identifying emotional facial expressions;
they tend to interpret neutral faces as sad and happy faces as neutral [BDPI0] [EZDATI].
There are also changes in the processing speed compared to healthy subjects: negative
faces seem to be processed faster and more deeply, while processing of positive faces is
slowed down or even completely inhibited [GKYJ04] [LRSKQ7 [SDLMT04]. These abnor-
malities in facial recognition lead to an increased suffering of the patients and possibly to
a worsening of the symptoms, since they feel social rejection and a restriction of their
non-verbal expression [SD0A].
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There is well-established evidence that there are specific neural substrates that are in-
volved in these dysfunctions. The clinically relevant research to determine these correlates
is driven by the hope for a clear diagnosis and long-term therapy [HSQT. Interestingly, the
research results on the brain basis of psychiatric disorders are significantly more uniform
than those on the processing of emotions in healthy subjects. However, a connection is
clearly evident: Almost all regions that are involved in healthy emotion processing show
pathological changes in their structure or functionality in affective disorders.

The amygdala shows changes in almost all psychiatric disorders, including the neurological
conditions of Alzheimer’s disease, Parkinson’s disease, and epilepsy [HS07. Yang and
Raine [YRO9 found structural und functional changes in the medial OFC that seem to
be directly related to the increased aggression in psychopathy and antisocial disorders.

Almost all regions that generate emotions from facial expressions are also involved in
clinical depression. Mayberg [May97] and Phillips et al. [PLDO0S][PDRL0O3] described
increased activity in the amygdala and OFC, regions that are responsible for the identi-
fication and production of emotions. In contrast, decreased activity was found in the
regions that regulate emotions (dorsolateral PFC and ACC). In more recent studies, e.g.,
by Suslow et al. ﬂm, hyperactivity of all regions involved in emotion processing
was reported for negative stimuli; to positive stimuli they reacted with reduced activity.
The subgenual part of the ACC (sgACC) seems to play a prominent role in the clinical
picture of major depressive disorder and has thus been explicitly investigated in many
studies. This region is treated separately in the next section.

3.4 The subgenual anterior cingulate cortex in emotion
processing

The backward facing subgenual ACC (sgACC) is the lowest part of the ACC arc (marked
in red in Figure . It is involved in the processing of emotions in a variety of ways, but
mainly in tasks with a certain cognitive load Im Many authors describe the sgACC
as a kind of gatekeeper between cognitive and emotional networks, responsible for the
transfer of emotional information between regions of the limbic system, e.g., the amygdala,
and higher order cognitive structures such as the PFC [SNPF20]. Due to this mediator
function, it plays a role in emotion reappraisal, positive emotion upregulation, monitoring
internal states, sadness induction, social interactions and decision-making, as well as
processing of reward and of negative and positive emotional stimuli [GDK™15|[GKP*95]
MLBF99] [RDO]. In addition, the sgACC modulates the autonomic/neuroendocrine
responses and the release of neurotransmitters during the neuronal processing of reward,
fear, and stress [DSTO]. Lesion studies have shown that patients with a damaged
sgACC exhibited an inability to extract information concerning the likelihood of reward
or punishment from the social behaviour of others [BDDAO4].

Despite its importance in the healthy processing of emotions, the sgACC has mainly
been studied because of its crucial role in mood disorders, especially major depressions. In
response to emotional stimuli, the sgACC shows increased activity in depressed patients
compared to healthy subjects [SSDTII], with the activity correlating positively with the
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Figure 3.5: The subgenual part of the ACC. In this cross-section of a human brain, the
sgACC, the lowest, backward-facing part of the ACC arc, is marked in red [DMRBT3].

severity of symptoms ﬂm This hyperactivity could be determined for both positive
and negative stimuli, but spatially separated, so the sgACC seems to have a functional
specialization for different valences [GSGT0F]. Only while in a resting state, as well as
in response to neutral stimuli, the measured activity in depressed subjects did decrease
[DPNP02) [GKPT97. In addition to this increased activity, severe depression leads to an
increased cerebral blood flow and glucose metabolism, as well as to a significant reduction
in grey matter volume of the sgACC [DPIT97 [DPQ5). This volumetric reduction occurs
early in the course of the disease and can also be observed in people with a high familial
risk [BRDT0Y) [ESST09 [DRBT07 [BAMCNE).

For some of these pathological changes in the sgACC, good therapeutic success has
already been achieved. For example, Mayberg et al. ﬂm were able to demonstrate
a normalization of activity after treatment with antidepressants. Deep-brain stimulation
of the region can also lead to an alleviation of the symptoms [HGHT11] [RMQ7. Only
the reduction in volume has so far not been reversed by therapy [DST0S]. Due to the
therapeutic successes to date, the sgACC is also suitable as target region for neurofeedback-
based therapy for major depressive disorder.

3.5 Implications for the use of emotional feedback in
neurofeedback studies

Although the field of emotion processing is a very complex and sometimes controversial
aspect of neuroscience, brain regions can be worked out that are likely to be activated in
certain tasks. In the perception and processing of emotional feedback in a neurofeedback
context, clearly a cognitive task, the regions that are responsible for the cognitive aspects
of emotion processing are likely to be involved. The feedback must be properly classified
and interpreted as a reward or punishment. In order to train the subject according to

37



3.

INTRODUCTION TO EMOTION PROCESSING

38

the desired goal by changing the given feedback, the intentions behind the perceived
feedback must be correctly interpreted. It can be assumed that abstract schematic facial
expressions also activate the corresponding areas; such a connection has already been
shown [WMSTQ2]. If areas of the brain are targets of the training, that are also involved
in processing of the feedback, it is not possible to clearly distinguish whether a measured
activity is caused by the regulatory strategies of the subject or the interpretation of
the feedback. It is therefore possible that both aspects interact and that the measured
activation must be reduced by the influence of feedback processing in order to be able to
provide more meaningful feedback on the success of the regulatory strategies.

If the neurofeedback training is used as a therapy for neuropsychiatric illnesses, additional
attention should be paid to the possibly changed activation caused by the illness.

The sgACC is a useful target region for investigating the influence of feedback on activation
in neurofeedback training, as it is involved both in processing tasks with a cognitive load
and is clearly present in the clinical picture of major depression, as was shown before.



CHAPTER

Mathematical background

4.1 General linear model in fMRI data analysis

In the following, the general linear model (GLM) is presented, which is often used in
functional brain research and is also the chosen model in this work. Most of the theoretical
background is taken from Moodbrugger’s book [MaoTd]; the last two subsections refer to

Poldrack et al. [PMNTI].

4.1.1 Basic assumptions

In the GLM it is assumed that one of the observed quantities ("dependent variables’)
depends on one or more other observable quantities ("predictors’, 'regressors’, 'independent
variables’). The overall goal is to determine this relationship between independent and
dependent variables in order to be able to identify the magnitude of the influence of
the former on the latter ones. The resulting model can be used to predict the value of
the dependent variables if the independent ones are known. This way, the effect of a
drug depending on the dosage or behavioural changes as a result of certain therapeutic
measures can be estimated, to name just two medical examples.

An important clarification, which should be made right at the beginning, is that the
GLM cannot find any causal justification for the expression of the dependant variable,
but rather a correlation between dependant and independent variables. To illustrate the
principle of correlation, Figure shows two-dimensional value pairs with a different
correlation. The higher the correlation coefficient r, the narrower and more aligned to a
line the point cloud is and the better the dependant variable can be estimated linearly
from the independent one.
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Figure 4.1: Correlation between two-dimensional value pairs. The higher the correlation
coefficient r, the narrower and more aligned to a line the point cloud is. With a higher correlation
the linear predictability of dependant values of the independent values is higher [MooTT].

The mathematical approach in the GLM for determining the relationship between
predictors and dependent variables y consists of breaking down the latter into a linear
combination of predictors x and an error term e:

m
yi = Bo+ Y Bjwij + & (4.1)
=1

The values of measurement i, e.g. various properties of the i-th subject, are connected
by a weighted sum. These weights are denoted as ;. To each of the m predictors a 3
weight is assigned. [y is the regression constant; it describes the average value of y; that
is independent of the predictor variables. The variation in y; that cannot be explained
by the regression constant or the weighted predictors is described by the error term e;.
This term includes both systematic errors that have not been taken into account, such as
the variability of the measuring devices, as well as random fluctuations. The value 7,
which will be predicted by the model as an estimation of y, can thus be described by the
following relationship:
m
9i = Bo+ Y Bjw (4.2)
j=1
This gives the error term as:
& =Yi — Ui (4.3)

4.1.2 Regression analysis

The linear 5 weights are determined to best represent the data und resulting in the
smallest possible model error.
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Figure 4.2: Example of a multidimensional regression. The 3-dimensional data is modelled
by a 2-dimensional plane.

The data is located in an (m + 1)-dimensional space (m regressors and 1 dependent
variable) and is modelled by an m-dimensional hyperplane, which is characterized by
the 8 weights (Figure . Usually, the model error for each subject i results from
the distance between the i-th data point and the hyperplane parallel to the axis of the
dependent variable (Figure . The GLM allows the regression to be determined
for ¢ measurements simultaneously. In the GLM it is assumed that the predictors
and the dependent variables are subject-specific, but the 8 values are the same for
all measurements. Their true population values are representing the general linear
relationship between the measured values and are therefore neither dependent on the
specific characteristics of the single measurements nor the time point of measurement.
The dependent variable y of all measurements can be summarized in the vector ¥, the
predictors of the individual measurements in the predictor vectors 1, .. ,,. The individual
error values, also called 'residuals’, are combined to form the error vector £ This results
in the regression model

Y1 1 T11 Tl €1
g=|: =B |:|+B| |+ FBu| P |+
UYn 1 T1n Tmn En (4.4)
Loz Bo €1
= A+ | =x8+¢7
1 Tmn Bm En
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Figure 4.3: Model errors called ’residuals’ for a linear regression in two dimensions.
The error is the distance between the linear fit and the measured data point.

The linear combination of the predictor vectors can be formulated as a matrix multiplica-
tion between the predictor matrix X and the weight vector 8. The columns of X consist
of the predictor vectors, the weight vector 3 of the single weights ;.

The [ weights should now be determined in a way that the error ¢ is minimized. One
way is to use the sum of squared errors (SSE): Since it should not matter in this model
in which direction the deviations take place and to take into account the totality of the
errors in all measurements, the residuals are squared and then added up. The SSE can
be calculated as follows:

Yoed=le= (- XB) (- XB) =4y - 28"X g+ FTX"XG (4.5)

The SSFE thus has a quadratic dependence on the weight vector 5 . The resulting parabolic
shape must therefore always have a single extreme point. In this case, it is clearly a
minimum, since error values can naturally continue to grow the more unsuitable the
model is.

This minimum can be determined by taking the partial derivatives of the SSE after all
Bi and determining their zero-argument:

ag 7}‘ = 2XTg+2XTXF=0 (4.6)
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In case that XX is not singular, i.e. that no column is a linear combination of another,

the estimation of E, A can be calculated analytically:
B =(X"x)"'x"y (4.7)

Otherwise, B is determined using approximate numerical methods. The computational
ease of this ordinary least-squares approach makes it the prevailing method for linear
model fitting. However, the quadratic dependence on the error terms results in increased
susceptibility to outliers compared to linear forms.

4.1.3 Confidence interval and significance of the estimates

The data of the sample are distributed with a certain probability around the ‘true’ value,
which is to be determined with the help of the model. By using the least-squares method,
this distribution of the data is given by a normal distribution around the estimated
population value gj with the standard deviation s, of the error distribution of the sample:

=T = =T = ?TXT
se= 2=y = J”f (1.9

The distribution is depicted in Figure [£.4] This results in the standard estimation error
for the prognosis of a new subject/data point, which is an unbiased estimator for the
standard deviation of the error in the entire population o.:

2
C (4.9)

n-s
dfe

The number of degrees of freedom of the error df. results from the sample size minus the
number of auxiliary quantities that are used to calculate the sum of squares, in this case
the number of predictors:

0c =

dfe=n—m (4.10)

As can be seen from the probability distribution of the data, there is also only a certain
probability of assuming a specific value for the modelled g, or its determining parameters
Bj- Therefore it is common to specify a confidence interval for the S-estimate. Under the
assumption that a given experiment would be repeated infinitely often, 1 — o percent of
the confidence intervals cover the ‘true’ S-value. « is referred to as the level of significance.
The true value j3; is covered by the interval

[8j — taas, - 6p;, B+t - 6p;] (4.11)

with a probability of 1 — a (in most cases a is set to be 0.05). The term og; denotes the
(unknown) standard error of the parameter (;, which can be estimated using 6. and a;j;,
the j-th diagonal element of (X7X)~!

(4.12)
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Figure 4.4: Error distribution of the sample. By using the least-square method, the modelled
value ¢ is estimated in such a way, that the distribution of the residuals follows a normal distribution

with standard deviation s. [MooIT].
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Figure 4.5: T-distributions for different degrees of freedom. The higher the number of
degrees of freedom, the more the t-distribution approaches the standard normal distribution.

The parameter t%;dfein the confidence interval is the critical value t¢..;z. of a t-distribution
with df. degrees of freedom. The t-distribution is shown in Figure the only parameter
of this distribution is the number of degrees of freedom df. For large df the t-distribution
approaches the standard normal distribution. The critical t-value describes the value at
which the probability that ¢ < t¢.. equals 1 — « (compare Figure .

Another crucial task is to determine the significance of the found [-estimates. In this
context, a significant result means that the sample results allow conclusions to be drawn
about the entire population. For this purpose, hypothesis tests are carried out in
inferential statistics. To enable these hypothesis tests in regression, a sample must meet
a number of requirements:
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Figure 4.6: T-distribution with critical t-value. At the value t..;+., the probability that
t < terit. equals 1 — a, here depicted for o = 0.05 (filled area).

e The sample must be chosen randomly from the population
e n must be much larger than m + 1

e The predictor matrix X must not have any linear dependencies, since X’ X becomes
singular otherwise

e All measured predictor variables must be assumed to be error-free
e The residuals are normally distributed around zero, homoscedastic and uncorrelated

To carry out a hypothesis test, two hypotheses are compared to each other. The null
hypothesis Hg formulates restrictions for an influencing parameter /3’]-, such as /3]- =0.In
contrast, the alternative hypothesis H; assumes that the value is different from what is
claimed in the Hg, e.g. B]- # 0. The aim of a hypothesis test is now to determine whether
the sample data are compatible to the assertions of Hy, then Hj is retained, or whether
they are incompatible, which is the case when the occurrence of the restrictions of the Hy
for the given sample is very unlikely. In this case the Hj is rejected and the alternative
hypothesis is accepted. The rejection of the null hypothesis cannot, however, be seen
as a deductive proof that it is wrong. Furthermore, Hy is not accepted, if it cannot be
rejected, i.e., if a parameter cannot be shown to be significantly different from 0, this
does not imply it is 0.

The GLM offers a very flexible variant of formulating assumptions about the true
characteristics of all S-estimates. The Hj is here defined as follows:

Hy:Li=6 (4.13)

45



4.

MATHEMATICAL BACKGROUND

46

L is called the ’contrast matrix’ and can take different forms, depending on which relations
between the parameters are to be tested. If L is chosen as the identity matrix 1, each
parameter Bj is tested individually for its equivalence to the assumed value ¢;.
Moreover, the parameters can be compared with one another. To test the difference of
for example two parameters for equality with J;, L should be defined as follows:

1 -1
L:(_1 1) (4.14)

The so-called ‘global null hypothesis’, which will be used to test the significance of
the [-estimates, states that all parameters ﬁj have the value 0, i.e. that there is no
parametric relationship between the predictors and the dependant variable. There are
several possibilities to test this hypothesis. In the simplest case, the previously determined
confidence interval can be used. If this confidence interval includes the value 0, the
corresponding parameter estimate is not significantly different from 0.

Alternatively, the general linear hypothesis can be determined with the values

L=1,0=0 (4.15)

and tested by calculating the so-called "p-values’.
The p-value for the null hypothesis

Ho : Cij = O,Vj, (4.16)

with ¢; as the j-th row of L, is defined as the probability P of a random variable Tgy, ,
following a t-distribution with df. degrees of freedom, to be smaller than the absolute
value of a critical value ¢:

p(B;) = P(Ty, < |t;]) (4.17)
This critical value t is in this case calculated as
t; = <ibBi (4.18)

Ve (XTX) 1T,

The null hypothesis is rejected, if p < «, since the probability to reject it mistakenly is
smaller than « in this case, and the S-estimate is considered significant

4.1.4 Transfer to fMRI settings

In principle, fMRI-measured values are modelled according to the methods described so
far. In most cases, the entire volume is not modelled at once, but voxel-per-voxel; this
method is called 'mass univariate data analysis’.

The time series of the measured activities here functions as the dependent variable 7.
An exemplary time series is shown in Figure (blue line). The predictor matrix X is
usually called the ’design matrix’ and is made up of different types of regressors. The
first regressor (y describes the task-independent baseline activation. In addition, one
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Figure 4.7: Exemplary time series of the activation of a voxel measured with fMRI
and the condition regressor. The activation will be integrated into the GLM as dependant
variable y, while the condition (convolved with the HRF) will be inserted as independent variable.

or more regressors are inserted that reflect the conditions of the measurement, i.e. the
experimental design. These regressors initially only consist of the information whether
a certain condition, e.g. a specific task, is currently performed (1) or not (0) at the
measured time point (Figure red line). Since several tasks can alternate or be
performed at the same time, a separate regressor is inserted into the design matrix
for every possible condition that can be either active or inactive. This way it can be
determined whether a certain condition leads to a significant change in the activation in
a voxel. Before model fitting, all these regressors are convolved with the HRF introduced
in Chapter 2.2.1.2 in order to take into account the delay caused by the physiological
nature of the measurement (Figure green line).

Apart from these ‘interesting’ regressors, further regressors of ‘no interest’ can be inserted,
which can also have an influence on the level of activation. These include, for example,
head movement parameters, breathing or heartbeat, or technical artefacts such as
magnetic drifts in the scanner that alter the fMRI signal.

4.2 Linear mixed-effects model

In the previous section, the modelling of the measurement data from a single run was
described. However, generalizable statements for all runs of all subjects are desired.
Therefore, a method is needed that combines these individual results into an overall
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outcome, taking into account the variation of the data. A linear mixed-effects model
was chosen for this purpose, which is outlined below. The description mainly follows the
work of Gelman and Hill [GHOT].

4.2.1 Basic principles and motivation

Comparing measurements that investigate the same relationships between dependent
and independent variables, but originate from different core groups, incorrect conclusions
can be drawn if this grouping is not taken into account. A fictitious example is shown
in Figure f.8h. The dependant variable appears to be negatively correlated with the
independent variable. However, the data were collected from three different groups (see
Figure ), in each of which there is a positive correlation between the variables, but
which show strong group-dependant differences, so that a common consideration of all
data (so-called ‘complete pooling’) leads to an opposite result. Although the error caused
by neglecting the group membership does not always have to be as strong as in the
example shown, it illustrates the problem quite well. The problem arises mainly from the
fact that measured values from one group are more similar to each other than to values
from different groups. As a result, the residuals are no longer independent and a simple
regression cannot explain the complete variance in the data.

The total variance o2, can be divided into several effects: the variance a?ui within a
group ¢, which describes the distribution around the group mean, and the variance O'g
between the groups, which describes the different levels of the groups. The division into
different substructures with varying mean values results in a hierarchical structure in
the data. There can be several groupings in a data set, which are formed according to
different criteria; the groups can also consist of subgroups and their distribution can
depend on additional parameters.

In order to test whether there is a hierarchical structure at all, the proportion of the
variance between the groups in the total variance can be determined. For this purpose
the intra-class correlation (ICC) is calculated:

2 2
rcc=2b - % (4.19)

2 n 2
Oiot  Op T 2i=1 Ouy

If the ICC is high, it can be assumed that a hierarchical structure is present that should
be considered in the model.

One possibility to deal with the group structure would be to model all groups individually
(‘no pooling’). This way, only a fraction of the total data could be used for the regression,
which would lead to a severe restriction of the degrees of freedom and to a smaller ratio
between the number of regressors and the number of measurement data. The validity of
the found results would also be limited, as they would primarily relate to the group from
which they were determined.

The linear mixed-effects model offers a good compromise, which allows all data to be
used, but still keep the information that results from the group membership. The more
detailed implementation of this model will be explained below.
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Figure 4.8: Complete pooling versus no pooling. If the data originate from different groups,

the pooling of all data can lead to a changed correlation between independent and dependant
variable due to group-dependant differences in the data.
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4.2.2 Definition of fixed effects and random effects

The mixed-effects model owes its name to the fact that it combines different effects: fixed
effects and random effects. There are various definitions for these mentioned effects. A
definition that intuitively conveys how these effects can be determined can be found in

Searle at al. [SCMOG]:

“Fized effects are the effects attributable to a finite set of levels of a factor that oc-
cur in the data and which are there because we are interested in them. [...] The second
kind of effects are random effects. These are attributable to an (usually) infinite set of
levels of a factor, of which only a random sample are deemed to occur in the data.”

Put simply, fixed effects are the variables whose actual expression is of interest during
the measurement, since the relationship between the expression and its potential impact
on the expression of the dependant variable is to be determined. A medical example
would be the dose of medication that results in a particular symptom relief.

Random effects, on the other hand, are variables that can have an influence on the
expression of the dependant variable, but whose own expression is of no further interest,
since they are only randomly taken from a population that is only of interest as a whole.
An example would be the single subject chosen at random to represent the population.
Although this subject may produce a different result than another would have done, this
subjective expression is only coincidental and is not seen as decisive for determining the
relationship between the dependant variable and the fixed effect.

4.2.3 Fixed effects and random effects in a mixed model

Considering only the fixed effects, the already known regression equation for the i-th
measured value is obtained (exemplary for two dimensions), which is here also part of
the j-th group:

Yij = Bo + P1Tij + €ij (4.20)

As before, the error term ¢;; follows a normal distribution around zero:
gij ~ N(0,02) (4.21)

The regression weights 5y and (1 are the fixed intercept and slope, which represent the
correlation between the fixed effect x;; and the dependent variable y;;.

As can be seen from Figure it is possible that different groups are at different
levels of the dependent variable y. So each group has an individual intercept. Therefore
it makes sense to add an additional intercept ug; to the regression equation, which is
dependent on group j and is called ‘random intercept’:

Yij = Bo + Uuj + B1Tij + €45 (4.22)

This additional intercept can also be viewed as a second error term, which causes additional
variance in the data, depending on the group. It also follows a normal distribution with 0
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mean and variance o,,,, which indicates the variability between (all possible) groups and
is estimated by generating a sample with random size and random selection of groups:

upj ~ N(0,02,) (4.23)

The distribution around 0 describes the fact that all measured values have the fixed
intercept By on average, but a certain amount must be added or subtracted for each group.

In addition to the intercept, there may also be a group-related dependency on the
regressor x. For example, a member of a group, who already has a high value of y, no
longer reacts as strongly to an increase in x as a member from another group. To take
this factor into account, a ‘random slope’ u;; can also be added, i.e. a group-dependent
parameter that describes the dependency on the regressor:

Yij = Bo + uoj + (81 + u1j)wij + €4 (4.24)
Analogous to the random intercept, the random slope follows the distribution:

ujj ~ N(0,02) (4.25)

b ul

The described extensions can be applied to any number of dimensions by inserting a
random slope uyy 1 for each of the m regressors xyy  ,1i;. Such random parameters
can be inserted for any number of (independent) groupings; for example, a data set can
be grouped into different classes of the subjects as well as into different measurement
days, assuming that on each day subjects of different classes are randomly chosen for
the measurement and the specific day is of no further interest. In this case, the random
parameters uyq, . n}; would be inserted for the classes and vyg _ ,,}; for the days.

The group parameters can also be divided into further subgroups if necessary, for each of
these subgroups a separate random parameter would be estimated.

Due to the complex nesting of the parameters, it is no longer possible to calculate
them using an ordinary least square method. Instead, the maximum likelihood (ML)
method is used.

In this method, the (iterative) search is made for the parameters that have the highest
likelihood of having produced the measured values. According to Sir Ronald Fisher[Fis12],
the likelihood L is defined as the probability of the occurrence of the data as a function
of the model parameters, assuming that the model applies:

L(Parameters|Sample) = P(Sample| Parameters)

. (4.26)
= H P(Measurement i|Parameters)
i=1

The likelihood is calculated for every possible combination of parameters and the param-
eter set with the highest likelihood is selected.
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It can be shown [VV0F] that the ML method underestimates the value of the variance
compared to the true variance of the S-estimate due to the fact that the already estimated
mean value for S is used to estimate the variance. This problem can be solved by using
the restricted maximum likelihood (ReML) instead of ML. Here, after the mean has been
estimated, the ML function is integrated over it in order to remove its information from
the likelihood equation. This adjusted function is then maximized to obtain the now
unbiased estimate of the variance.

4.2.4 FEvaluation of the obtained information

In the linear mixed-effects model there is the possibility to model the data in different
levels of complexity and hierarchical levels. However, not all of these potentially possible
additional parameters are advantageous for the model. The factual context should be
described as precisely as possible, but too many parameters can lead to overfitting,
in which the model adapts too much to the specific sample and hardly generalizes.
Different models with different numbers of parameters can be compared with the Akaike
information criterion (AIC) with regard to their information content in relation to the
number of parameters:

AIC(i) = =2 -log(L;) + 2 - K; (4.27)

The AIC of the i-th model consists of the sum of the logarithmic likelihood L; of the
model, that was maximized in advance, and a penalty term depending on the number of
parameters K;. The larger the ML, the closer the first term approaches zero. Since a
higher ML usually goes hand in hand with a higher number of parameters and these can
easily lead to overfitting, the second term penalizes a higher K; by increasing the value
of the AIC'. Accordingly, the number of parameters must be selected for a model that
minimizes the AIC.

4.2.5 Variance and Covariance of the random effects

As already mentioned, the random coefficients uyg 3, follow a multivariate normal
distribution with the following covariance matrix:
2

Oug p(ulv u0)0u1 Oug T p(umv UO)UUm Oug
2

p(u0, U1)ouy O,y Ty o p(um, u1)ou,, 0wy

ufo,....m}; ~ N |0, . .
2
P(U0; Um)OugOuyy  P(UL, U )Ouy Ouyyy Tty :

(4.28)
The entries in this covariance matrix provide information about the distribution of the
groups (and no longer about the distribution of the individual measured values). On the
diagonal are the variances of the individual coefficients. They provide information about
how much the groups differ with regard to this coefficient. A high variance thus indicates
a strong difference between the groups and supports the need for a mixed-effects model.
The entries off the diagonal reflect the covariance between two coefficients. This gives
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insight on how strongly the individual coefficients correlate with each other, i.e. whether,
for example, the response to a regressor depends on the intercept of the group.

In this way, not only information about the fixed effects can be obtained, but statements
can also be made about the distributions and dependencies of group affiliations, which
can prove useful in a factual context.

4.3 Cross-validation

In order to test the generalization capability of the model determined from the training

data, the error in the prediction of a second data set, the test data set, is usually estimated.

In many cases, however, the amount of available data is not large enough to be able to
split it into two different data sets. In this case, cross-validation can be used, where any
number of test sets can be formed from the existing data through subdivisions. The
procedure of a k-fold cross-validation consists of the steps described below, following the
notation of Hastie et al. [HTELD].

The data set is divided into k equally sized parts. Then one of these parts is left out as a
test set, while the model is determined from the remaining parts, which is then tested on
the small test set. The error of the model in predicting the data of the i-th test set is
determined as the loss £(y;, 9 7i(z;)). Here, ~T# denotes the model function that was
determined without the i-th test set, y; and x; the dependant and independent variables
of the i-th test set.

This procedure is repeated for all k test sets, so that the mean prediction error of the
model results as:

1 & o
errp =~ L(yi,§ " (v:)) (4.29)
=1

The larger this mean error, the smaller is the ability of the model to generalize to an
overall population. Similar to the AIC, cross-validation can be used for model selection
by choosing the model with the smallest mean prediction error.

The calculation of the loss £ depends on the type of model. For a regression model, this
can be determined using the correlation between the measured data y; and the data §(z;)
predicted by the model. The higher the correlation, the smaller the loss:

Llyi, " (21)) =1 = pelyi, 5~ (21) (4.30)

Instead of the Pearson correlation coefficient p, the concordance correlation coefficient
pe is used in this work due to its ability to compare two measures of the same variable
and to indicate how far the correlation between the two models deviates from another
[Lin]9]. Compared to the Pearson coefficient, concordance correlation is not invariant
with respect to scaling and offset. This way not only the relationship of the true and
predicted values, but also the values themselves can be compared.

The degree of agreement (concordance) between the two measures can be characterized
by the expected value of their squared difference:

E[(Y = V)] = (ny — py)* + 0% + 0% = 2p(y,9)0y 0 (4.31)
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Here, the variables py, py denote the respective means, 032/, 0127 the respective variances
and p(y,y) the Pearson correlation coefficient between the two models. If the two
measures would be in exact agreement, i.e. if both means and variances were the same
and p = 1, the above expectation would be 0. To obtain only concordance values between
1 and -1, this expectation is related to the completely uncorrelated case and subtracted
from 1:

B[y -¥)?] (ny — py ) + 0% + 02 = 2p(y, §)oyoy
T STy (uy py)? + 03 + 07
[( )lp = ] v Yo (4.32)
__ 20(y,§)ovoy
(nypy)? + 0% + o)
Empirically, p. can be estimated from a sample of N data points as follows:
c — ~ = — = .
N (Cne1 (e =) + 201 (0 — 9)2) + (5 — )?
with
AN
1 -_ L5y 4.34
Yy N n;l Yny, Y N ngl Yn ( )

4.4 Test-retest reliability

An important factor used to describe the quality of both a model and an experimental
design is the so-called ‘test-retest reliability’. It indicates the ability of a measurement
method to give consistent results under the same conditions. So, when performing an
experiment multiple times in the same way, it is a requirement for good interpretability
of the results that each subsequent experiment produces results similar to the first one.
The probability that a certain design (for fMRI NF, e.g., including the selection of the
target area, tasks, length of the measurement, number of runs, technical parameters)
yields such reliable data can be estimated using various statistical methods [CHZTQ9].

One measure that is often used to estimate test-retest reliability is the intra-class
correlation coefficient (ICC), which was introduced in Section 4.2.1. in the context of
hierarchical models. Since the ICC describes the proportion of the between-subject
variability in the total variability, it is particularly high if the total variance mainly
consists of fluctuations between the single subjects and at the same time the variance
within the individuals is small. The ICC can take values between 0 and 1, where a value
of 1 describes perfect reliability, since there is no within-subject variability at all, i.e.
every newly measured value of a test person is exactly the same as all previous ones.
An ICC of around 0, on the other hand, can occur, if the within-subject variability is
very high, which would point towards a low reliability. However, if there is close to no
variation between the subjects, ICC values will also be low. Hence, the ICC is actually
measuring distinguishability rather than reliability, which often are just comparable
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concepts. So, in order to compare or evaluate different experimental designs with regard
to their variability, the ICC is still often employed. Further arguments brought up against
the ICC are its sensitivity to outliers and that it only provides purely statistical and
disregards, for example, clinical information [LLCT12].
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CHAPTER

Emotional feedback in
neurofeedback studies and other
related work

5.1 Emotional feedback in neurofeedback studies

The use of emotional feedback in NF settings has some readily apparent advantages.
Mathiak et al. ﬂm pointed out that it is an intuitive way for subjects to under-
stand the amount and polarity of the feedback. In contrast to other forms of feedback,
such as moving bars, it is not necessary to understand the exact connection between the
feedback and the desired activity in the target region or even the entire training context.
As mentioned in Mathiak et al., the perception of a moving bar in a feature film, for
example, would not produce a rewarding effect, but a smiling face would ﬂm
This is especially important since there is evidence that explicit instructions about pos-
sible strategies to gain control over a specific target area have no beneficial ﬂm
or even inhibiting effects. Instead it is proposed that a form of operant conditioning
could take place also in NF settings ﬂm Emotional reward, which is universally
understandable, would be particularly useful for this approach.

Another form of implicit and context-independent feedback would be the addition of
a monetary reward depending on the training success, as investigated in Sepulveda et
al. [SSRF16]. Despite the fact that such a reward cannot be offered online during the
training sessions, there are some other unwanted side effects: Following the differences
in subjects’ response towards reward, it increases the inter-individual variability of NF
training outcomes. Monetary reward shifts the focus from intrinsic to extrinsic motivation.
This can interfere with the training gaols because, on the one hand, intrinsic motivation
leads to more sustained long-term success and, on the other hand, extrinsic motivation is
only effective as long as it is present. When the reward is discontinued, the training effect
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disappears I&S]T_lﬁﬂ Emotional feedback, on the other hand, is well suited to reinforce
intrinsic motivation. It simulates situations in daily life in which behaviour is adjusted in
order to receive social reward and activates natural reward-related systems [MAKT15)].
In the following, some studies are presented that concern with the possibilities and
benefits of emotional feedback in a NF context. Some studies that use emotional feedback
are cited as examples.

The first study discussed here that explicitly deals with the use of emotional facial
expressions as a form of social feedback is the study by Mathiak et al. [MAKT15].

The aim of the investigation was to test if social reward leads to improved learning
outcomes compared to other feedback designs, in this case a moving bar. For this
purpose 24 healthy subjects were separated into two groups of the same size and an fMRI
NF training with group-specific feedback types was carried out. The training process
consisted of sessions on three following days with three runs each. One run comprised
eight NF and nine baseline blocks (see Figure . During the NF blocks, subjects
were supposed to regulate the dorsal anterior cingulate cortex (dACC), while in baseline
blocks they were told to count backwards from 100. The subjects were instructed to
recall positive emotional autobiographic memories or to imagine performing their hobby.
Additionally, two transfer runs were carried out, one before and one after the NF runs,
were the subjects were told to control the activity of the dACC, but no feedback was
shown. This was done to test if the learned strategies could be transferred to a situation
without feedback and to account for side effects due to the measurement situation.
The emotional feedback was given in form of a white male avatar, with either dark or
fair hair. Depending on the degree of activation in the dACC, the smile of the avatar
changed gradually. A change in the undesired direction lead to a neutral looking face of
the avatar, which was also shown during baseline periods.

The group, which received social feedback, reached a higher activation in the dACC
during NF training than the group with the standard feedback. The results are depicted
in Figure In the transfer run, subjects of both groups were able to increase the acti-
vation of the sgACC significantly without feedback, but no significantly higher activation
for social reward could be found after statistical error correction.

Although it is known that the ACC activation is raised by visual exposure to emotional
pictures, such as smiling or sad faces [PWTL02], there is no mention of an additional
activation due to feedback presentation. The authors do mention a possible impact on the
signal due to the fact that the ACC is also part of the reward system and its activation
could raise the measured activation signal of the ACC.

In the transfer runs, where no feedback was shown and a bias due to emotional triggers
can be excluded, no significant improvement due to social feedback was found. This fact
could be seen as indication, that at least some of the benefits originate in the additional
stimulus due to feedback perception.

Another field of rising interest is the development of brain-computer interfaces (BCI)
and in this context the interaction with so-called ‘virtual agents’, a virtual entity that
interacts with the user via speech, facial expressions, or body movements. A study by
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Figure 5.1: Schematic structure of the study design in Mathiak et al. NF blocks are
alternated with baseline blocks. Two different feedback designs were compared: One group
received social reward feedback in the form of a smiling avatar; the second group received
standard feedback in the form of a moving bar [MAKT15].
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Figure 5.2: Difference in regulation success between the two feedback designs. For all
three days regulation success was higher for the group that received social feedback (bars). The
change in the course of the runs was also higher with social feedback (lines)
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Aranyi et al. [APCT16] aims at such an interaction with virtual agents and examines the
question of whether it is possible that subjects can establish a mental connection with
an agent only through their thoughts and mental strategies. More precisely, they wanted
a positive approach between subject and agent to be achieved. The agent would react
with a realistic posture and facial expressions to a measured sign of approach on the
subject’s part. This emotional feedback situation was part of a functional near-infrared
spectroscopy (fNIRS) NF session. During the session the subjects were instructed to
express positive feelings towards the agent in order to capture its interest, but to refrain
from talking, frowning, or moving their limbs.

The subjects’ attitude was captured by measuring the difference in activation in the
left and right prefrontal cortex (PFC). The asymmetry between the two hemispheres is
interpreted as the intensity of approach towards the agent. The agent, in the shape of a
dark haired woman, was ‘responding’ to the subject with an expression matching the
perceived interest in both valence and intensity: The asymmetry values were mapped
linearly onto the agent’s facial expression and the gaze was changed accordingly. This
was integrated to account for the special role of the gaze in social engagement situations,
in which gaze avoidance is one of the most prominent indicators for disengagement.
Depending on the measured approach-intensity of the subject, four levels of engagement
are defined on the agent’s side:

« Low engagement: The agent gazes away, turns away from the subject and has a
lip pout

« Below average engagement: Neutral facial expression with gaze and body
oriented towards the subjects

« Above average engagement: Agent gazes directly at the subject and has a
smile of mild intensity

« High engagement: The smile widens, crow’s feet appear around the eyes, cheeks
are raised and the head slightly tilts backwards

A depiction of the different levels can be seen in Figure [5.3

A total number of 18 subjects were included in the study. The whole session consisted of
eight blocks with three epochs: a resting epoch, a view epoch, and a NF epoch

(Figure . In the view epoch the subjects were instructed to look at the agent and
carry out a mental arithmetic task, such as counting backwards from 500. This epoch
was taken as reference point for the NF evaluation.

About half of the NF blocks were successful, which means that the subjects were able to
increase the average asymmetry in a statistically significant way during the NF epoch,
compared to the view epoch of the same block. This was interpreted as the ability of
subjects to engage with a virtual agent through mental strategies.

The asymmetry in PFC activity is known to be increased by the perception of emotional
faces. Additionally, the left PFC is activated as a reaction to reward, whereas the right
PFC as a reaction to punishment [AFACOS8]. The facial expressions of the agent can thus
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Figure 5.3: Reaction of the virtual agent depending on the expressed engagement of
the subject. Different facial expression, gaze and head tilt are shown in four different levels of
engagement

be assumed to stimulate the measured asymmetry, an effect, which is further reinforced by
the fact, that the engaging behaviour of the agent should act as a reward. This possible
side effect of the feedback perception is not mentioned or discussed by the authors.

Rest [15s] Prompt [3s] View [40s] Rest [10s] Prompt [3s] NF [40s] Rest [Ts]
+ oy + engene +
#
baseline delay delay
| 5s 10s 3s L7184 33s s, 3s | 3s 178 33s 7s
6 1 1 1 } I I 1
View (40s) Neurofeedback (40s)

Figure 5.4: Session design in Aranyi et al. Three different epochs are carried out: Rest
epoch, where the subjects look at a centred cross, View epoch, where the subjects look at the
agent and count backwards, and an NF epoch, where the subjects try to engage with the virtual

agent ﬂm

In order to understand the mechanisms of mental disorders that are associated with
the impairment or misperception of social interaction, such as autism spectrum disorder
(ASD), the examination of affected brain regions with NF can provide crucial insights. A
possible target for corresponding clinical studies could be the posterior superior temporal
sulcus (pSTS), a core region in face perception and the imagery network.
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To test this, Direito et al. [DLST19] carried out a study that examined if the pSTS could
be localized based on the presence of dynamic facial expressions (in contrast to static
face signals or mere motion perception) and whether it can be regulated with the help of
fMRI NF training.

During the functional localizer part the subjects were told to look at changing facial
expressions of a white male avatar, while their brain activation was measured using fMRI.
The presented images changed between a static image of a neutral face, a face morphing
from neutral to happy, a face morphing from neutral to sad, a face with alternating
expressions between sad and happy, and the presentation of moving dots. The neutral
face was integrated to be able to subtract static aspects of face processing, the moving
dots help subtract mere motion processing without emotional connotation. An exemplary
stimulus sequence of a functional localizer run is shown in Figure [5.5]

This approach was interpreted as successful by Direito et al. since they showed that there
exists a highly selective region in pSTS, encoding dynamic aspects of facial expressions.
The area localized in this way was used as target area for the following NF training.
For this, they recruited 20 healthy subjects. A group of 10 subjects trained the localized
area in pSTS, the other group trained another brain region non-related to the emotional
task. Where one part of each group received auditory feedback in the form of a sound
with varying frequency, the other part received visual emotional feedback in the form
of changing facial expressions of the same avatar used in the functional localizer stage
(see Figure . This feedback design was chosen due to the emerging trend of choosing
rewards directly related to the goals of the intervention. The instruction for the group with
visual feedback was to control the facial expression of the avatar, the group with auditory
feedback was told to imagine corresponding facial expressions. The whole training session
consisted of 25 blocks, where in 12 blocks the pSTS should be up-regulated (corresponding
to thoughts or imagery of happy or sad faces) and in 13 blocks the target area should be
down-regulated (corresponding to the imagery of neutral faces). After the NF training, a
transfer run was carried out, in which no feedback was given, to test the learned ability
of regulation without feedback.

For both feedback designs subjects were able to control the activation of the pSTS during
the NF trainings. In the group with visual emotional feedback seven out of ten got
significant results. In the group with auditory feedback this was only the case for four
out of ten subjects. In the transfer run a total number of four participants succeeded to
significantly increase the activation in pSTS without feedback.

Even if the same design is used for estimation of the target area and for the feedback
calculation, no additional effect due to feedback perception is mentioned. The changing
facial expressions given as feedback may have the same influence on the activation as the
changing facial expressions supposed to activate the pSTS in the functional localizer run,
so a further investigation of a feedback-induced increase in activation could be useful.

There are a few other studies in which social reward is used, for example Cordes et al.

ﬂm and Shoji et al. [SPCIT], but they use exactly the same feedback design as
proposed in Mathiak et al. [MAKT15] and none of them mention a possible effect of




5.1. Emotional feedback in neurofeedback studies

Morph Neutral to Happy Happy Morph Happy to Neutral

500 ms o 1000 ms - 500 ms

Morph Neutral to Happy Happy Morph Happy to Neutral
H 500 ms - 1000 ms &, 500 ms

‘p» Happy Expression x2

Figure 5.5: Exemplary design of a functional localizer run in Direito et al. A region
encoding dynamic aspects of facial expressions is to be estimated, so the presented mood of the

avatar is nearly continuously changing ﬂm
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Figure 5.6: Design of a NF run in Direito et al. The facial expression of the avatar is
gradually changing according to the measured activation in the pSTS. In baseline periods a

neutral expression is presented [DLST19].

emotional stimulation by the feedback, although areas involved in emotion processing
are directly targeted.

One exception is the study by KIobl et al. [KMGT20], where emotional feedback is used
to train the sgACC in fMRI NF. Since the data of this study is the base of this work, it
is separately presented in the next subsection.

In summary, it can be stated that emotional feedback is used for different approaches to
the use of NF. Although in all the cases presented, brain areas are to be activated that
are involved in emotion processing, the influence of feedback perception has not yet been
investigated.
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5.2 Previous research in this project

NF may offer therapy options for patients with manifestations of neurological or psychi-
atric diseases that have not yet been treatable with conventional approaches. Since it is
a drug-free, non-invasive method, which addresses the self-control of subjects, NF could,
e.g., provide a solution to the widespread problem of treatment-resistant depression. A
project currently conducted at the Neuroimaging Labs of the General Hospital Vienna
aims to develop such a therapeutic approach.

A first step towards this goal was to find the most effective feedback scheme, a problem in-
vestigated in an fMRI NF pilot study with 12 subjects m Two feedback schemes
were compared: One group containing of six healthy subjects received an empowering
feedback, a picture of a smiling face, if they succeeded to regulate the target region in
the desired direction and a neutral feedback if they failed. The second group (six healthy
subjects) received a positive feedback for success as well, but a punishing feedback, in
form of a sad face, in the undesired case. While most of the comparable studies are
based on the first scheme, there are indications that positive punishment, in this case
in the form of negative feedback, could also play a decisive and possibly even stronger
role in the learning effect [FGATO§[SAL™11][Str14]. The aim of this pilot study was to
determine whether these findings could also be transferred to fMRI NF settings.

The target area investigated in this study was the sgACC. Since the long-term goal is
the development of a therapy for depression, a brain region was chosen that is known to
be affected in mood disorders and therefore also an effective treatment target for deep
brain stimulation [DSTO§]. This region of interest was localized by roughly adopting the
paradigm used by Hamilton et al. [HGHT11] (compare Figure ): The voxel cluster
that showed the most significant increase in activation, when the subject was shown
strongly negatively affective images, was spatially averaged and used as basis for feedback
calculation.

Referring to Mathiak et al. [MAKT15], implicit social reward was chosen as feedback

signal, but instead of a white male avatar, an abstract face in the shape of a ‘smiley’
was used to avoid individual preferences and dislikes regarding gender, ethnicity, or age
amongst other reasons.
Each training run consisted of eight regulation blocks (30 seconds), in which the subjects
were supposed to decrease the activation of the sgACC, flanked by eight baseline or
resting periods of the same duration. The subjects were informed about the involvement
of the sgACC in emotion processing as a primary guidance, but no specific strategies
were provided. During the regulation blocks continuous feedback was given; the degree
of smiling indicated the percentual signal change of the activation. After each regulation
block a resuming feedback was given depending on the regulation ability in the second
half of the block (see Figure . Two training sessions were scheduled on two different
days, which contained three training runs each. Additionally a transfer run was carried
out before and after the training sessions. In these transfer runs no feedback was given,
while the task to down-regulate the sgACC stayed the same, to evaluate if the strategies
of the subjects could be transferred to non-feedback situations.
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Figure 5.7: Feedback scheme, Functional localizer and target area in Hamilton et al.

A: Feedback was shown in form of scrolling graphs. If the sgACC is successfully deactivated the
red line (sgACC activation) falls under the black line (whole brain minus sgACC activation). B:
The target area is localized by a contrast between the perception of a sad face and a baseline
task. The voxel group with the highest activation was chosen as target area. C: Estimated target
area as the part of the sgACC that is responsible for negative affection m

In the offline analysis each regulation block was separately modelled by a boxcar and
a linear regressor, convolved with the HRF, as can be seen in Figure [5.8] This way it
was possible to record changes between the single blocks as well as within a block, which
would indicate learning effects.

It could be shown that the group, which perceived positive and negative feedback reached
a higher regulation success in the first session and a higher ability to control the target
area in the desired direction in the first runs of both sessions. These results indicate that
a faster learning is possible in NF settings if the reward spectrum is expanded to positive
punishment. In the transfer runs after the sessions, no significant effect could be found
for any of the groups.

The possibility of an additional effect on emotion-related target areas due to emotionally
connoted feedback is mentioned in the limitations of the study. The data of this study
was provided as basis for the current work.
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Figure 5.8: Exemplary model design of a single neurofeedback run in K16bl et al. Grey
areas represent baseline periods (a grey neutral looking face is shown), green areas represent the
active regulation condition, where continuous feedback is given. At the time points marked with
a yellow stripe, intermittent feedback was given depending on the performance of the second
half of a block. Each regulation block is modelled by a boxcar and a linear regressor to record
training effects between and within the blocks [KMGT2()].

5.3 The sgACC in fMRI neurofeedback

Since the measurement of the sgACC activation as an exemplary brain region for emotion
processing forms the data basis for this work, it is important to determine the role it has
played in fMRI neurofeedback studies so far in order to be able to assess the relevance of
its future investigation and possible integration into therapy approaches.

Although the anterior cingulate cortex (ACC) is the target of many NF studies [DAT3],
very few of them have used the subgenual part (sgACC). The probably first and only
of these studies directly using sgACC activation was carried out by Hamilton et al.
m and examines the general possibility of regulating the sgACC using fMRI
neurofeedback.

The authors cite its involvement in the generation of affective states and in psychopathol-
ogy (such as unipolar depressions, bipolar disorder, or obsessive-compulsive disorder) as
the reason for considering the sgACC. The antidepressant effect of exogenous modulation
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of sgACC activity with microelectrode stimulation could be shown in advance [MLVT03|
and a similar effect following the NF' training is suspected.

The sgACC is known to be spatially heterogeneous with respect to the type of affect it
subserves. Since the authors are primarily interested in a possible intervention for major
depression, only the part that processes negatively affected emotions is investigated. For
this purpose a functional localizer is carried out before the NF training. The contrast
between passive viewing of negatively connoted images, such as the picture of a crying
child, and a baseline condition (pressing a button with a specific number) is analysed to
localize the voxels with the highest activation that is correlated with the image perception
(figure p.7B).

To test the possibility to control this part of the sgACC (Figure p.7IC) fMRI NF training
is carried out with 17 adult female subjects, separated into a NF group and a control

group. The aim of the training was the successful down-regulation of the target region.

The subjects were instructed to upregulate positive mood in any way, which was an
instruction designed to be specific enough to make fast progress, but flexible enough to
allow for personal strategies. The NF group received continuous feedback in the form of
scrolling graphs. A graph with a red line indicated the sgACC activation signal, a black
line the activation of the whole brain minus the sgACC (Figure ) A success was
defined, if the red line falls below the black line, which means that the sgACC activation
is lower than the averaged whole brain activation. The control group received sham
feedback that was previously calculated by using the activation of a subject in the NF
group.

The whole setting consisted of two NF training sessions, each with five downregulation
blocks and five baseline blocks. Before and after the training a no-feedback or transfer
run was carried out to test the transferability of the learned strategies and the regulation
ability.

The activation of sgACC could be reduced during the NF training runs in the NF group,
but not in the control group. During the transfer runs, neither group could achieve
significant deactivation, which Hamilton et al. argue that the strategies learned cannot
be verbalized enough to easily be called up and used during post-training scans.

In summary, they state that deactivation of the sgACC with the help of neurofeedback
is in principle possible and should be investigated further in connection with a possible
therapy for mental illnesses.

Another study with a therapeutic objective investigated the connectivity between the

sgACC and the right anterior superior temporal cortex (ASTC) using fMRI NF [ZWBT19].

The rationale for this investigation are the findings of Green et al. [GRMT12|, who
stated that patients with MDD show a reduced connectivity between these two regions
while feeling guilt or self-hate. This bias of over-generalizing self-blame is a clear clinical
symptom in MDD, but the corresponding neural marker of reduced connectivity can
even be seen in patients with remitted symptoms. Additionally, a particular vulnerability
to MDD is found due to a bias to blame oneself for failure in an over-generalized way
resulting in a decreased global self-esteem [ASTTS].
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Therefore, there are both therapeutic and preventive purposes to test whether patients
can use fMRI NF to gain control over this connectivity. Another aim of the study was to
explore whether such training can lead to reduced self-hate and increased self-esteem.
28 subjects with remitted MDD, which is this case means that their last epoch of depres-
sion was at least two month ago and they were currently not suffering from symptoms,
were divided into two groups: an active intervention group and a control group. The
members of both groups should evoke autobiographical memories that arouse in the
first case guilt and in the second case indignation in them. These two emotions were
contrasted with each other in the study as the first one is mostly self-centered while the
other is more focused on the behaviour of others. During the training phase, self-chosen
words were presented to the subjects to help them remember such a situation.

While experiencing these emotions, the subjects were told to simultaneously try to raise
the level of a thermometer-like display. In the indignation phase, the level decreased when
the connectivity changed in any direction; this procedure was intended to ensure a stable
correlation between sgACC and ASTC as a comparison to the guilt phase. During the
guilt phase, the two groups were given different tasks, since the study was double-blinded,
neither the subjects nor the experimenter knew who belonged to which group. During the
measurement in the active intervention group, the thermometer level could be raised by
increased connectivity between sgACC and ASTC. In the control group, the connectivity
should again remain as constant as possible in order to achieve a high thermometer
level. The task of the control group was chosen in this way so that the same regions are
addressed with the same emotions as in the active group, on order to prevent a mismatch
between the training success and different tasks.

In total the training consisted of one session with four runs. In a first run, the 10 % most
activated voxels in the target regions were estimated for guilt and indignation experience.
These voxels were further taken to estimate the connectivity. The second and third runs
were the actual training runs. Each run consisted of four guilt blocks and four indignation
blocks, each block intermitted by a baseline block with a mental subtraction task to allow
patients to distract themselves emotionally from the scenarios. The fourth run aimed at
comparing the overall connectivity between sgACC and ASTC after the training to the
one before the training.

The patients in the active intervention group were able to increase the level of connectivity
in the guilt condition relative to the indignation condition. In the control run after the
training, increased connectivity for the guilt versus indignation phase was found for the
active group compared to the control group. An increased level of self-esteem could be
found in the active group after the training, but no effect of reduced self-hate was achieved.

Although the sgACC has only been rarely studied in connection with fMRI NF, its
suitability for this method has been clearly established. In combination with its strong
involvement in mental disorders [DSTOS], this suitability makes it a useful area of inves-
tigation for the interplay of emotional or social feedback and emotion processing during
NF application.
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CHAPTER

Methods and data

6.1 Data origin

The data underlying this work was gained during the NF runs of KIobl et al. ﬂm
The general study and feedback design are presented in Chapter 5.2.

6.1.1 Subject recruiting and technical details

Physically and mentally healthy volunteers from 18 to 35 years of age were recruited via
postings on message boards and from a database of potential subjects. Further inclusion
criteria consisted of right-handedness and signing of an informed consent form. Potential
subjects were excluded due to MR incompatibilities, such as non-removable metal parts in
the body, for example pacemakers, or known pregnancy. In addition, a later discovery of
major internal, neurological or psychiatric illnesses or current substance abuse (including
having smoked within two hours before the measurement) led to an exclusion from the
study.

Of the 13 volunteers who were recruited for participation according to these criteria, one
had to be subsequently excluded because, according to his own statements, the subject
had tried to influence the activity in the target region by concentrating on his breathing.
Since such a procedure can lead to a bias in the BOLD signal, the data of this subject
could not be used for the analysis. Due to technical issues, single runs of two other
subjects also could not be used.

In this work, a single run of another subject was also excluded; within this single run
there was a sharp fluctuation in the baseline activation that a linear regression could
only have been carried out with an intolerably high error variance. The groups for both
feedback schemes were matched for sex as well as for mean and standard deviation of
age.
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The measurements were carried out using a Siemens Prisma 3T scanner (Siemens,
Erlangen, Germany) with a 64-channel head coil. A multiband-accelerated echo-planar
imaging (EPI) sequence with the following parameters was used: echo time (TE) of
30 ms, a repetition time (TR) of 483 ms and a multiband factor of 8. The field of view
was set to 190 x 190 x 140 mm at 76 x 76 x 56 voxels, resulting in an isotropic resolution
of 2.5 mm. The flip angle was 46° and the receiver bandwidth was 2630 Hz/Px. To
avoid compressions of the frontal cortex, the phase-encoding direction was chosen as
anterior-posterior.

6.1.2 Preprocessing

The data preprocessing during the measurement was carried out using the Turbo Brain-
Voyager 4.0 beta software. Since there is only a very short period of time available in
order to be able to present the feedback in real-time, this online preprocessing, in contrast
to the offline analysis, only consists of few necessary steps.

An important step is the motion correction of the head during the measurement. All
subsequent images are realigned to the first measured image via rigid-body transforma-
tions. For each spatial axis a translation and a rotation coefficient are determined and
applied to the images. In short, this means that each newly measured volume is rotated
and shifted until it corresponds as closely as possible to the first image (Figure .

In addition to the motion correction spatial smoothing is performed. The data is therefore
convolved with a Gaussian kernel. To the grey value of each voxel a certain amount of
the neighbouring voxels is added, which is determined depending on their distance to the
central voxel using a three-dimensional Gaussian distribution, in this case it had a full
width at half maximum (FWHM) of 5 mm. The central voxel consequently is aligned
with the distribution mode, while voxels that are far away from it only make a very
small contribution. The reason behind this process is the improvement of the spatial
signal-to-noise ratio using a weighted mean. Additionally, outliers in single voxels and
differences due to the spatial extent of the hemodynamic response are mitigated. The
visual effect of this smoothing is shown in Figure [6.2

After this preprocessing of the whole brain, the spatial mean over all voxels is formed,
which were defined as target region (as described in Section 5.2.9). This spatially averaged
time series is both the basis for the feedback estimation, which is described in the next
section, as well as the basis for the offline analysis carried out in this thesis.

6.1.3 Feedback estimation

For the presentation of the feedback, the percentage change in the measured activation
during the regulation blocks compared to the preceding baseline is calculated. This
so-called 'percent signal change’ (PSC) is calculated as follows:

activation value — baseline value
PSC = .

100 6.1
baseline value (6.1)

In this study, the baseline value is given by the median signal of the baseline period that
precedes the respective regulation period, whereby the images of the first six seconds



6.1. Data origin

Figure 6.1: Rigid-body transformation Rotations and translations of the volume are possible

for all spatial axes [WKHOT].

Figure 6.2: Spatial smoothing. One slice of a whole volume taken with the EPI method before
(a) and after smoothing, where (b) shows a 6 mm FWHM kernel and (¢) a 10 mm FWHM kernel

[WKHTT.

71



6.

METHODS AND DATA

72

are excluded [KMGT20]. During this period there is a subsequent activation due to the
hemodynamic delay of the previous regulation period, which is why this period cannot
be rated as baseline.

During fMRI measurements of cognitive effects, usually a PSC of 1-3% is reached
[ISIF20l, which is why a threshold value of 5% is set for the maximum activation or
deactivation. This means that the subjects are shown a maximally smiling face if they
reach a deactivation of -5% and, if negative feedback is shown, a maximally sad face if
they reach an activation of +5%. The feedback was presented using the Psychtoolbox
[Bra97 and MATLAB (The MathWorks, Natick, MA, United States).

6.2 Linear approaches of feedback influence

6.2.1 General approach

The presented feedback Fj;, given at the time point i, is dependent on the measured
activation A;_q at the previous time point ¢ — 1. For the determination of a possible
stimulation through the feedback perception, an additive influence is assumed, i.e. a
certain amount, which is a function f of the level of the feedback, is added to the ‘true’
activation A* or, depending on the sign of the feedback, subtracted. Hence, the expected
activation at time point ¢ is given with:

Ai = A7 + f(Fic1(Aim1)) (6.2)

In this way a recursive sequence of activation measurement and feedback presentation is
created, following the first activation measurement, during which no feedback can yet be
presented:

il;f/ — F1(A1) = A5+ fo(F1(A1)) — Fo(Asg, fo(F1)) — A3 + f3(Fa(Az, fo(F1)) — -+

A Az A3

(6.3)
Since a linear relationship between the neural response of a region and the measured
BOLD signal is commonly assumed [PMNT]], the additional influence is modelled as
linearly dependent on the feedback level:

fi(Fi—1) =7 - (Fi1 % HRF) + b; (6.4)

The feedback signal is convolved with an HRF to account for the delay of the BOLD
signal after the perception of the stimulus. Under the assumption that r; and b; are
constant for all 7, which means that possible side effects on the emotion processing such
as fatigue or habituation are neglected (as it is done for usual fMRI scan times), A;
reduces to

This approach simplifies the integration into the analysis: The calculated feedback value
F;_1 is returned by the NF software, can be convolved with the HRF and integrated
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as an additional regressor into the main GLM, which already calculates A* as a sum
of different regressors that have an influence on the activation. The linear parameter r
becomes an additional S-estimate of the GLM, the bias b is covered by the regression
constant.

6.2.2 Choice of hemodynamic response function

The aim of fMRI measurements is to draw conclusions about the unmeasured neuronal
activity from the BOLD level. To get information about magnitude, onset latency and
duration of the evoked metabolic (re-)action in the brain, the amplitude, delay and
duration of the used HRF can be evaluated. An accurate model of the evoked HRF thus
plays an important role for the accuracy of further conclusions.

[l-fitting statistical models of the HRF can lead to an increase of both false positive and
false negative results. This has to be prevented by an accurate shape estimation of the
HRF, since even minor amounts of mis-modelling can lead to a crucial loss in power and
validity [LILWOg].

There are a lot of models for the HRF with different possibilities to estimate amplitude,
time-to-peak, and FWHM parameters [LLAWQ9]. In this work the most rigid model
presented by Friston et al. m is used, where the shape of the HRF is completely
fixed and only the amplitude as the amplitude of the response can be varied, corresponding
to the regression coefficient in the GLM analysis:

tal—lﬂ(l)éle—ﬁlt tag—IIBé)Q 6_B2t

h(t)=A T —c T

(6.6)

with ap =6, ag =16, 51 = P2 =1, and ¢ = %. A denotes the variable amplitude and
I" the gamma function as a normalization factor. The shape of this HRF is depicted in
Figure for different amplitudes. The time-to-peak and FWHM parameters stay the
same for all amplitude values.

This model is called canonical HRF and is used by default in Statistical Parametric
Mapping (SPM) [Gro20], a common analysis software for fMRI measurements.

There are several reasons for choosing this model. The use of more parameters leads to
an increased potential of mis-estimating them, whereas one parameter makes it easier
and statistically more powerful to interpret resulting differences between measurement
conditions [LLAWOQ9]. Another advantage is the fact that the offline analysis of the used
data is done with SPM, which means that the regulation regressors are also convolved
with the same HRF model. Using this shape for the convolution with the feedback signal
leads to an increased comparability with the other regressors.

According to Lindquist et al. [LLAWQ9] the canonical HRF provides adequate modelling
if the duration of the stimulus does not exceed a period of approximately three seconds,
which is the case in this setting, in which a new feedback stimulus is given with each
new scan (I'R ~ 0.5s). For higher durations the amplitude of the stimulus is under-
estimated by this rigid canonical model, and a model with the possibility to vary also
the time-to-peak and FWHM has to be chosen.
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Figure 6.3: Shape of the canonical HRF with different amplitudes. Time-to-peak and
FWHM stay the same for all amplitudes.

6.2.3 Valence-dependant models

The sgACC is involved in the processing of both positive and negative emotional stimuli
with a spatial functional specialization separating the two valences ﬂm With the
help of the functional localizer, which is described in Section 5.2.; the area of the sgACC
that is responsible for the processing of negative emotions is determined. It could be
possible that the perception of positive and negative feedback has a different influence
on the target region due to this specialization. In particular, it can be assumed that the
negative feedback has a higher influence.

To account for this possible asymmetry, positive and negative feedback values are treated
as two separated regressors in an additional calculation. For this purpose, two feedback
regressors were added in the GLM for a subject of the group that received both positive
and negative feedback. To estimate the negative feedback regressor all negative feedback
values were convolved with the HRF, all positive values were set to zero. The opposite
was done for the positive feedback regressor.

The data of the two groups was analysed separately, to be able to compare the groups
regarding differences in the feedback perception, depending on the range of feedback
(only positive versus both positive and negative feedback).

6.2.4 Inclusions of the time derivatives of the HRF

As described in Section 6.2.2., the shape of the selected HRF is fixed concerning time-to-
peak and FWHM parameters and only the amplitude of activation can be changed. This
can lead to incorrect modelling if there are time delays in the physiological response of
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the investigated region. Such time delays can arise, for example, from measuring an area
in distinct neuronal layers or from spatially variable blood flow [CSPKOQ4].

In this case the real BOLD response h*(t), as a function of the (post-stimulus) time ¢, is
delayed by a small amount dt relative to the canonical response h(t):

h*(t) = a - h(t + dt) (6.7)
where « is a scaling factor. A first-order Taylor expansion results in:
h(t + dt) ~ h(t) + h'(t)dt (6.8)

with h/(t) as the temporal derivative of the HRF. The real HRF h*(t) can thus be
expressed as:

B (8) = Buh(t) + ok (1) (6.9)
where f; = a and By = « - dt [HPRTQ2]. To account for the temporal delay of the
response it is useful to integrate both the canonical HRF and its derivative into the GLM
as distinct regressors. The weights 81 and (2 are then the S-estimates for each regressor
convolved with the HRF. The temporal delay dt can further be estimated as:

po e
«Q B
According to this relation, a positive B2 implies that the HRF peak occurs earlier than
expected, whereas a negative (B indicates a delayed peak [Gro20]. The time derivative of
the HRF compared to the canonical HRF can be seen in Figure [6.4]
In an additional calculation, the convolution of the feedback level with the time derivative
of the HRF is integrated into the GLM to test whether this leads to an improved
estimation of the feedback influence. In a third approach the regressor that is convolved
with the canonical HRF and the regressor that is convolved with the time derivative of
the HRF are combined. It could be shown by Calhoun et al. [CSPK0J] that statements
about the significance of the non-derivated part of the model can be improved in their
accuracy if a new amplitude is calculated by combining the canonical HRF and its time
derivative. This new amplitude is determined as follows:

A = sign(Bi)\/ BT + B3 (6.11)

In this work, this new regressor is estimated by combining the two regressors (feedback
values convolved with the canonical HRF and its time derivative) in the above way. This
new regressor is integrated into the GLM instead of the two others and a new [S-value of
this combination is estimated.

(6.10)

6.2.5 Overview of modelling approaches used in this work

In the table of Figure[6.5] all three modelling approaches that are utilized in this work
are presented. To avoid misunderstandings about the implementation and results, the
different approaches are numbered. This numbering will also be used in the following
chapters to precisely identify the method described.
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Figure 6.4: Time course of canonical HRF and its time derivative. Both are convolved
with the feedback values and integrated into the GLM
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Figure 6.5: Numbering of the different approaches investigated in this work.
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6.3 Design of the GLM

6.3.1 Design matrix

One run consisted of a sequence of eight regulation blocks, in which the task was to
reduce the activation of the sgACC. The subjects received both continuous feedback
about their success as well as an overall feedback in explicit ‘reward blocks’ at the end of
each regulation block. Each of the latter was flanked by a baseline block in which no
feedback was given. The whole training took place on a total of two days with sessions
of three runs each.

In order to achieve the highest possible comparability, the design matrix for modelling
the regulation of the target area is taken from Klébl et al. [KMGT20). The reward blocks
are not modelled as they are separated from the next regulation by a baseline block and,
hence, not expected to have an influence on it.

Each of the eight regulation blocks per run is individually modelled with a boxcar and a
sawtooth function resulting in 16 different regressors plus one constant term modelling
the baseline.

All regulation regressors are convolved with the canonical HRF implemented in SPM.
For all approaches except for 1a), 2a) and 3a) the regressors are also convolved with the
time derivative of the HRF.

All regressors of a single regulation block are orthogonalized to one another in or-
der to avoid collinearity. The used regulation regressors are exemplary shown for one
block in Figure

While all regulation regressors, which are implemented according to Klobl et al. ﬂm,
are integrated into the design matrix by using SPM’s batch module ‘tMRI model spec-
ification’, the feedback regressors are prepared separately and added manually to the
design matrix. The single steps of the preparation are presented in the following sections.

6.3.2 Convolution with the HRF

The time series of the presented feedback values can be seen as a function F(n) or F(t)
of the frame number n or time ¢. The convolution for continuous functions is defined as
follows:

(h* F)( /h F(t—T1)d (6.12)

Since F(n) is a discrete time series, the convolution results in:

(h* F)( Z h(m m) (6.13)

where M is the number of frames. In Figure [6.7} a raw feedback time series is presented
on the left side, on the right side the resulting regressors can be seen, i.e. the feedback
time series convolved with the canonical HRF and its time derivative. The convolution
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Figure 6.6: Four different regulation regressors are used to model the activation
timeline (black) The presented regressors are the boxcar condition convolved with the HRF
(solid red) and the time derivative of the HRF (dotted red), as well as the sawtooth condition
convolved with the HRF (sold blue) and the time derivative of the HRF (dotted blue). The grey
area denotes the onset of the regulation condition.

leads to a smoothing of the time course and a non-zero influence of the feedback that
goes beyond the regulatory periods marked as grey areas.

6.3.3 Orthogonalization

The feedback signal is necessarily correlated with the regulation regressor due to the
fact that the feedback is calculated from the activation time series, which in turn is
modelled by the regulation regressor. Therefore it must be assured that both regressors
are orthogonalized to avoid an underestimation of the regulation coefficient due to shared
variances. On Figure (a), the correlation between the regressors, denoted by Pearson’s
Correlation Coefficient

Foy = (@i —7) (i —9)
S (@ -2 (i — )2 (6.14)

is shown before their orthogonalization. As first regressor the regulation regressor is used,
as second one the feedback regressor convolved with the canonical HRF, and as third
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Figure 6.7: Raw feedback time series and convolution with HRF. (a): The raw time
series for three regulation blocks are shown. (b): The same time series is convolved with the
HRF and its time derivative, resulting in a smoother time course and a delayed feedback influence.
The grey areas represent regulation blocks.
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Figure 6.8: Correlation between the three regressors before (a) and after(b) orthog-
onalization. After application of Gram-Schmidt orthogonalization, the correlation between
feedback and regulation regressor vanishes. 1: Regulation regressor, 2: Feedback regressor
convolved with HRF, 3: Feedback regressor convolved with time derivative of HRF

one the feedback regressor convolved with the time derivative of the HRF. As can be
seen, the correlation between the first feedback regressor and the regulation regressor has
a value of around 0.4, whereas the time derivative regressor is uncorrelated to both of
the other regressors.

To resolve this problem, the feedback regressors are orthogonalized to the regulation
regressor by a Gram-Schmidt procedure. This algorithm transforms the (non-orthogonal,
but linearly independent) vectors wy,ws and ws into the new vectors vy,v9 and vs, which
are pairwise orthogonal:

V1 = W

vy = wy — PLWR)

e — e (U17w3> _ (v, wg)
S N T

where (-, -) denotes the scalar product of two vectors. It can be seen, that the first vector
stays the same, and all other vectors are orthogonalized in a serial manner. Since the
regulation regressor should not be influenced by the additional existence of the feedback
regressors, it is important, that this one is the first regressor in the orthogonalization
order.

In Figure (b), the correlation between the regressors after the orthogonalization is
presented. The pairwise correlation between all three regressors is around zero, so the
shared variance will be minimized.
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6.3.4 Amplitude normalization

In order to ensure an evenly distributed influence of the regressors and to prevent the
values of the S-estimates from reflecting the (arbitrary) magnitude of the amplitude of
the regressors, normalization is necessary.

Therefore all values of a regressor 7 are divided by its maximum deflection:

—

7

Tnorm = m (616)

where abs(7) are the absolute values of the regressor elements. After this transformation,
all regressors have an amplitude in the interval [-1,1].

6.3.5 Residual correction

Considering the residuals of the model, linear or even quadratic trends can be seen in
some runs (see Figure (a)). These trends can be explained by measurement artefacts
such as magnetic drift or physiological changes. In order to model these artefacts, a
linear and a quadratic term are added to the design matrix as regressors of no interest.
As can be seen in Figure (b), these additional regressors result in an almost trendless
distribution of the residuals around zero.

Apart from this step, the residuals are not further tested for normality. Common tests
for normal distribution, such as the Kolmogorov-Smirnov test, are too sensitive for a
sample of this size. Instead, the law of large numbers applies and a normal distribution
can be assumed. Hypothesis tests, as used in this work, also show a high degree of
robustness against the violation of the normal distribution criterion of the residuals
[GPS72)[LKK9G], which is why incorrect results cannot be assumed due to the existing
distribution. Auto-correlation of the residuals, which is usually an issue in subject-level
fMRI models, is not further taken into account as it is of no particular importance for
group-level analyses.

6.4 Linear mixed-effects model design

6.4.1 Estimation of hierarchies in the data

The [-estimates are calculated for single runs. For each of the 12 subjects there are
therefore six individual estimates, which originate from two sessions with three runs each.
It can be assumed that the reaction to the presented feedback differs from person to
person, i.e. that there is variance between individual subjects. It is also conceivable that
there is a grouping with regard to the sessions and the runs. For example, it would be
possible that the response to the feedback is stronger during the first run than during
the following runs, as the subjects are more attentive. On the other hand, it would also
be possible that the influence of the feedback increases with increasing run number due
to, for instance, frustration effects. The same applies to the sessions. In the first session,
in which the measurement procedure is still new and unfamiliar, the feedback on the
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Figure 6.9: Distribution of the residuals before (a) and after (b) the integration of
additional regressors. While on the left side, a linear or even quadratic trend can be found,
the residuals are approximately normally distributed around zero after the integration of a linear
and a quadratic regressor into the design matrix.

regulation success could have a different effect than in the second session, where the
scenario is already known.

In order to test whether a hierarchical treatment of the data in the context of a mixed-
effects model is useful, the ICC is calculated as described in Section 4.2.1. for the
grouping into subjects, runs, and sessions. The ICC values of this grouping are shown
in Figure for the different model approaches. Regarding these results it can be
concluded that the variance between the individual subjects explains a significant part
of the total variance. ’Subject’ should therefore be included in the mixed-effects model
as a random effect. In contrast, the variances of the single runs and sessions explain
only a negligible part of the total variance. These groupings are therefore not taken into
account in the mixed-effects model. The differences in the ICC can also be seen in Figure
The [-estimates are clustered according to subject (exemplary for approach la),
run (approach 1b), and session number (approach 3a) and the respective mean value is
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Approach Nr. Subjects Runs Sessions
1a) 0.1695 0.0176 0.0049
1b) 0.179/0.1253* 0.0278/0.016* 5.1643e-05/2.106e-04*
1c) 0.2008 0.0256 7.42E-05
2a) 0.1556 1.99E-04 0.1193
2b) 0.1602/0.4169* 0.0057/0.0078* 0.0876/0.0089*
2c) 0.2417 0.0033 0.0363
3a) 0.0625/0.1497 0.0276/0.0728 0.1037/1.6521e-04
3b] 0.1445/0.1235*/0.0273/ | 0.0134/0.0269*/0.0284/ | 0.016/0.0021*/0.1089/

0.1635* | 0.0086* 0.0019*

3c) 0.1601/0.071 0.0109/0.0268 0.0069/0.0654

Figure 6.10: ICC values of the groupings into six different subjects, three different
runs and two different sessions for each model approach. The values marked with a *
denote the S-estimates for the time derivative of the HRF, bold font denotes the estimates of
the positive feedback, underlined numbers denote the ones of the negative feedback, for the
approaches where they are treated separately. As can be seen, the values in the ’Subjects’ column
justify the inclusion of this grouping into the LME, whereas the values of the grouping of 'Runs’
and ’Sessions’ are negligible.

displayed. While the mean values for the individual subjects differ obviously from each
other, the mean values for the runs and sessions are approximately the same. In addition,
both the variance and the interval, in which the estimates are located, within the run
and session groups are approximately the same, so that a separate treatment of the data
would not lead to a different result than complete pooling.

6.4.2 Fixed effects and random effects

The p-estimates, which are determined with the help of the GLMs for the individual
runs, should be combined into a common coefficient, so that statements about the entire
group can be made and comparisons drawn. This common coefficient is a fixed effect,
which is necessary for generalizing the results of the investigation. Since it is assumed
to be constant over time and should not in any way depend on parameters of interest,
this is a fixed intercept. As such it describes the generally valid influence of the feedback
on the activation of the target area in this group. By testing the significance of such a
fixed intercept, it is investigated whether such a constant influence is generally present.
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they are estimated from. The red lines denote the respective means. The means for the
subjects vary strongly, whereas the distributions over the single runs and sessions are similar to
each other.



6.5. Cross-validation for single subjects

The group’s fixed intercept is biased by the influence of the random intercepts, which are
caused by the variation of the -estimates for the individual subjects.

The modelling of the S-estimate [3;; of the i-th subject in group j is done by summing
up the fixed intercept Bj of the j-th group and a subject-dependent random intercept wu;:

Josfitw o (6.17
i € [1,number of subjects in group j]

The (S-values are not dependent on the time or any other predictor, so there is neither a

fixed nor a random slope.

To determine the significance of the feedback influence, also comparing the different

modelling approaches, the fixed intercept Bj determined in this way is used, i.e. the value

adjusted for influences and fluctuations between the single subjects.

6.5 Cross-validation for single subjects

In order to test whether the influence of the emotional feedback on the sgACC activation
is generalizable, a cross-validation is carried out for each model. For each subject, the
B-value that describes the influence of the feedback is replaced by the one that was
calculated as the fixed intercept Bj of the other subjects in the group using the LME
model. For the first subject, the S-estimates of subject two to six are combined and
the fixed intercept Bj_sl is estimated (—Sj in this case denotes that Bj is calculated
without the first subject). This value is then used as the new S-value, which describes
the feedback influence of the first subject, and new model values gjgfsl are calculated. In

J
order to determine the quality of this new model containing a generalized S-estimate,
the concordance correlation coefficient p.(¥, gjgfsl) between the measured data ¢ and
j

the new model data 3%—51 is calculated. A possible improvement or deterioration of this
J

new model compared to the originally determined model y of the subject is estimated
by comparing the two correlation coefficients p. (¥, y) and p.(Y, ¥ 6731) In addition, the

correlation p.(¥, 9 ?JBF 5_o) between measurement data and model data is determined for
the case that the feedback is assumed not to have any influence at all, i.e. the S-value in
the weight vector is set to 0.

This procedure is repeated for all subjects of a single approach and the mean value of
the correlation coefficients is formed in order to be able to compare the approaches with
one another. To test if the correlation between different approaches differ significantly,
the p-values of the differences are estimated according to Eq. with

(1)
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6.6 Implementation in Matlab and SPM

All necessary steps were implemented with the help of Matlab, a software for solving
mathematical problems and for graphically displaying the results. The software focuses on
the calculation of numerical problems using matrix operations. It is also possible to read in
data and manipulate them using a number of Matlab’s own commands. These properties
make Matlab a widely used tool in teaching and research in natural sciences. The software
SPM is a toolbox for Matlab, which is specially designed to analyse brain-imaging data
and to create spatially extended statistical processes for carrying out hypothesis tests
on this data. With this tool, which is widely used in functional imaging, the complete
statistical evaluation of the fMRI data can be carried out, but in this work it is only used
to create the design matrix, as a number of manual manipulations are necessary and the
statistical evaluation is limited to the significance of the feedback regressor.

The implementation of the steps described so far is presented in more detail below in order
to offer the interested reader the opportunity to review and reproduce all calculations.

6.6.1 Reading of the data

The activation and feedback time series are read from the measurement log file. This file
contains the following information for each of the 1056 frames:

o Activation value of the target region (preprocessed in the way that is described in
Section 6.1.2.). This time series will represent the dependent variable 7.

e Current condition, that is, the information whether the regulation is carried out in
the current frame or not. Depending on the condition, this variable has the value 1
or 0 and is used as boxcar regressor.

e The feedback value that is currently shown to the subject and is calculated from
the previous activation and baseline

The three time series obtained in this way, arising from 1056 single fMRI frames, are
stored in vectors for further use. Figure [6.12] shows the Matlab graphical user interface
(GUI) when reading and storing the data.

6.6.2 Creation of the design matrix

In a next step, the design matrix X has to be created. In order to avoid manually creating
a matrix with 1056 measured values and thus 1056 rows, SPM is used. Here it is possible
to create a design matrix with any number of regressors by entering various parameters,
for example the number of measured frames and the time interval between them.

6.6.2.1 Addition of regulation regressors and baseline

The regulation regressors are added to the design matrix using the SPM function ‘fMRI
model specification (design only)’. The SPM graphical editor is not used for this step,
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R RONE TR-so0_ma_ 2 701605 180 05mer [ C (AT g
- Q,I B 9 6 0 166.5862 0
= il 10 7 [] 165.5589 [
| 11 8 U] 166.4706 o
Value 12 9 L] 168.7941 L]
(H condition 1056x] double 13 10 0 167.3529 [
i feedback 1056x] double
1] frame_number 1036x1 dowble ; =
] 1053x4 call |- mmand Window =

T roi_activation 1056x1 double

> &load measurement time series
frame_nunber=cellimat{logContent(d:end;11}; wframe number
roi_activation=cellZmat(logContent{4:end,3)); %ROL(sgACC) activation
feedback=cellZnat (logContent{4:end,4)); %feedback values
eandition=cell2mat(lagContent(4:end,2)); %condition{@/1)

Figure 6.12: Graphical user interface of Matlab during loading and storing of the
measurement data. For each subject, a logfile of the measurement exists (red), which contains
the frame numbers, the current condition, the measured activation of the target region and the
feedback value (blue). These time series are read from the logfile and stored into vectors (orange).
An overview of all existing vectors and their sizes are displayed in the window marked in green.

but the parameters necessary for the function to run are specified using a Matlab script,
as can be seen in Figure This is done using the expression

matlabbatch{1}.spm.stats. fmri_design

and the specification of the corresponding parameters as subnodes. In this way, all
necessary parameters are stored in a variable called ‘matlabbatch’. The SPM function is
then executed by the command

spm__jobman('run’, matlabbatch)

All standard parameters for creating a design matrix are retained. The following parame-
ters are set according to the measurement:

e Units: 'Scans’ instead of ’seconds’

o Repetition time: 0.483s
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Workspace 82 - matlabbatch{1}.spm.stats.fmri_design.fact = struct('name', {}, 'levels', {}); %optional:enter _|
o Value 83 - matlabbatch{1}.spm.stats.fmri_design.volt = 1; %model interactions (1=no,2=yes)
5 condition 1056x1 double 84 - matlabbatch{1}.spm.stats.fmri_design.global = 'None'; %global normalisation| (None or Scaling)
85 - matlabbatch{1}.spm.stats.fmri_design.mthresh = 0.8; %masking threshold
] feedback 030X double 86 - | matlabbatch{1} tats.fmri_desi i = 'FAST'; %serial lati dulation ( AR(1
frame_number 1056x1 double e at labbatcl .Spm.stats.fmri_design.cvi = H serial correlation modulation (none,
%:z?iz:‘:;:on iggg:‘l’ ;ealtllble 88 %regressors of training phases(same for all cases)
= 89 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).name = 'D1'; %name of regressor
90 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).onset = [62:124]1; %onset of first block
91 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).duration = zeros(1,63); %duration of first
92 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).tmod = 1; %order of time modulation (1 for
93 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).pmod = struct('name', {}, 'param’', {}, 'pol —|
94 - matlabbatch{1}.spm.stats.fmri_design.sess.cond(1).orth = 1; %orthogonalise @/1=o0ff/on
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Figure 6.13: Matlab Editor with the script defining the parameters for SPM. In Matlab’s
editor window, a script is prepared, that specifies all necessary parameters for SPM to create the
design matrix by storing the parameters in a variable called ‘matlabbatch’. The script is then
executed by the command ’'spm__jobman/'.

e« Number of scans: 1056
o High pass filter: Inf

The high pass filter is set to an infinitely high value, which means that frequency compo-
nents should not be filtered out. This setting is necessary in order to maintain trends in
learning behaviour.

In the next step, the run-specific regulation regressors are defined. According to the
original analysis in KI16bl et al. ﬂm eight different regressors are used, one for
each regulation block. To create a regressor in SPM it is necessary to define the onset
and the duration of the ’on’ condition. All other frames will be automatically set by SPM
to be in the ’off’ condition. For all frames belonging to the ’on’ condition, SPM enters a
1’ in the design matrix, for each frame belonging to the 'off’ condition a ’0’ is entered.
The onset of each block can be identified from the ‘condition’ time series. Each time the
condition value changes from ’0’ to '1’, a new regulation block starts. The actual frame
numbers are manually identified in the ‘condition’ vector and entered as parameters into
the SPM function.

A single regulation block consists of 63 frames, so the duration parameter could be
specified in SPM as ‘63’ for each regulation block. Instead, the duration is determined by
a vector, which consists of 63 zeros. A duration of length ’0’ is the coding for a stimulus
or ‘on’ condition that has the length of only one frame, i.e. corresponds to a Dirac peak.
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If 63 stimuli with the length of one frame are combined as in this data set [KMGT20],
this equals to a block of length 63. This step is necessary since the time modulation,
which is carried out in the next step for the creation of the sawtooth regressor, is only
performed correctly by SPM in this way.

In the SPM function it is possible to insert an additional regressor that modulates the
boxcar regressor with a specified power of the time. This power is set to ’1’ in our case in
order to obtain a sawtooth function that increases linearly during the regulation period
(i.e., corresponding to a linear trend). The orthogonalization parameter is set to ’1’
which is the parameter value that ensures that the modulated regressor is orthogonalized
to the base one.

By default, all regressors of the design matrix are convolved with the HRF described
in Section 6.2.2. by SPM. In addition, it is possible to add the convolution both with
the time derivative and dispersion derivative of the HRF. This option is not selected
for the model approaches la), 2a) and 3a). For all other approaches, the convolution
with the time derivative is activated by changing the corresponding parameter value to ’1’.

Since a baseline value must be determined for each regression, regardless of the specific
model, this baseline regressor is automatically added to the design matrix by SPM. The
baseline is a constant value, so a constant function in the form of 1056 ones is used for
this purpose, which is then adjusted to the specific baseline value by the regression.

6.6.2.2 Addition of feedback regressors

Since positive and negative feedback are considered separately in the approaches 3a)—c),
two different time series are created from the individual feedback, each containing only
one valence. In this way, the negative-feedback time-series contains only negative feedback
values, the positive time series only positive values, at all other times the feedback has
the value zero (Figure . Depending on the modelling approach, the next step is
to convolve the combined or separated feedback time series with the HRF. For this, a
canonical HRF is created and convolved with the feedback using the Matlab function
conv():
feedback__hrf = conv(feedback, hrf)

If included, the convolution with the time derivative of the HRF is conducted the same
way. The command window for this step is shown in Figure [6.15)

For the orthogonalization of the feedback with the eight regulation regressors, the
latter are first combined to form a regressor that contains all points in time at which
regulation took place. This regulation regressor, the feedback (convolved with the HRF),
and possibly the feedback convolved with the time derivative of the HRF are then
orthogonalized using the SPM function

spm__orth(regulation, feedback__hrf, feedback__hrf_dt)

As can be seen from the description of the Gram-Schmidt method in Section 6.3.3., the
order of the regressors is important here. Since the first vector remains unchanged by this
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Figure 6.14: Separation of feedback time series. All positive feeedback values belong to the
positive feedback time series (green) while all negative feedback values belong to the negative

feedback time series (red)

Workspace ®

Name & Value

FH condition 1056x1 double
FH feedback 1056x1 double
FH feedback_hrf 2111x1 double
HH frame_number 1056x1 double
FA hrf 1056x1 double
HH hrf_dt 1056x1 double
[3] logContent 1059x4 cell

HH roi_activation 1056x1 double

Command Window

Jfx >> %Convolving the feedback with the hemodynamic response

hrf=(frame_number.”5) .%exp (-frame_number)/gamma(6)-1/6x(frame_number.~15).% ...

exp(-frame_number)/gamma(16) ;

hrf_dt=1/gamma(6)*(5%(frame_number.~4) .*exp(-frame_number)+(frame_number.”5).%...
exp (-frame_number)*(-1))-1/(6xgamma(16) )*(15x%(frame_number.~14).*exp(-frame_number)...

+(frame_number.~15) .xexp (-frame_number)*(-1));
feedback_hrf=conv(feedback,hrf);
if dt~=0 %time derivative
feedback_hrf_dt=conv(feedback,hrf_dt);

end|

Figure 6.15: Matlab’s command window during convolution of the feedback regressors
with the HRF and its time derivative.
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method, it is necessary to use the combined regulation regressor as the first argument,

since this one should not be influenced by the insertion of an additional feedback regressor.

The feedback regressor is set as the second argument and for all approaches except 1la),
2a), and 3a), the time derivative regressor is orthogonalized to both previous regressors.

For the model approaches 1c¢), 2c), and 3c), the feedback regressors and the time
derivative regressors are combined into one regressor in the next step, according to the
Formula In the last step, all regressors created in this way are amplitude-normalized
and appended to the previous design matrix as additional columns.

6.6.2.3 Trend regressors

The last additional regressors are the two regressors to model the linear and quadratic
trends in the signal. The frame number is used as the linear regressor and the square
of the frame number is used as quadratic regressor. To prevent these regressors from
becoming disproportionately large, and thus leading to numeric inaccuracies (e.g. the
corresponding [-weights becoming so small, that they are treated as zero by Matlab)
they are also amplitude-normalized before being inserted.

6.6.3 Estimation of -values

Since the design matrix is no longer singular after orthogonalization, the weight vector B
can be determined analytically according to Equation [£.7] Matlab offers the function
fitlm(X,y) for this purpose, where y in this case is given by the activation time series
and X by the previously created design matrix. The function does not only return the
estimates for the B-weights, but also information about

o the estimate of the standard error 65, of the S-weights, which can be used to
determine the confidence intervals of the estimate

o the value t; (compare Equation )

o the p-value of the respective weight ( a S-weight with a value under 0.05 is called
'significant’) and

o the degrees of freedom of the error df..

The output of fitlm is shown by way of example for a subject of the model approach 1a)
in Figure

6.6.4 Correction of activation time series

After determining the weight of the feedback regressors, the entire influence of the
feedback on the activation of the target area can be determined and the ‘true’ activation
A7 at time point i can be calculated for the single runs:

—
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ece Command Window

sAnalytical solution of GLM
betas=fitlm(X, roi_activation)

betas =
Linear regression model:
Yy~ 1+ X1+ %2+ %3 + x4 + x5 + %6 + x7 + xB + x9 + x1@ + x11 + x12 + x13 + x14 + x15 + x16 + x17 + x18 + x19

Estimated Coefficients:

Estimate SE tStat pvalue
{Intercept} 198.92 8.21255 935.86 ]
x1 8.61741 8.12922 4.778 2.08255e-086
x2 -8.2893 8.75784 -8.38214 9.78243
x3 8.65247 8.12244 5.3287 1.2133e-07
x4 -1.9317 2.76404 -2.5282 2.811611
x5 2.013708 8.1235 8.111 8.91164
x6 -1.769 8.75387 -2.3466 9.919132
x7 2.0839559 8.13473 8.29361 8.76912
x8 -8.57194 a.7709 -8.74192 9.45831
x9 -8.17526 8.15326 -1.1435 8.25389
x18 2.4919 8.86714 2.8737 8.0041403
x11 -8.51238 8.13877 -3.9183 9.5841e-085
x12 1.1321 8.77185 1.4668 9.14274
x13 -8.17494 8.13525 -1.2935 8.19613
x14 8.57115 8.77437 8.73757 9.46894
x15 9.18287 8.13885 8.73513 9.46243
x16 8.51489 8.76252 8.67524 9.49967
x17 8.92158 8.28222 3.2654 8.0811287
x18 -1.3191 8.28394 -4.6456 3.8272e-086
x19 -3.4887 1.411 -2.4725 8.813576

Number of observations: 1856, Error degrees of freedom: 1836
Root Mean Squared Error: 1.83
R-squared: 8.197, Adjusted R-Squared: 8.182

& F-statistic vs. constant model: 13.3, p-value = 6.82e-38

Figure 6.16: Output of Matlab’s linear fitting function fit/m for one subject of model
approach 1a). The function returns the estimates of the single S-weights and a wide range
of statistical information such as the standard error (SE) or the t-Value (tStat) about these
estimates and the linear fit.

The term F,_; « HRF is a (1 x ng) vector, with nr as number of feedback regressors,
which can be read from the design matrix. The (np x 1) vector 7 consists of the S-weights
that describe the influence of the respective regressors.

6.6.5 Group level estimates

The fixed intercept 8 of the LME model, which was set up in Section 6.4.2., is calculated
using the Matlab function for creating an LME model, fitlme. To do this, a table must
first be created that contains both the single run S-weights of the individual subjects
under the name 'Parameter’, as well as the respective subject number to which the value

belongs (see Figure [6.17)):

tbl = table(single_run_betas, subject_number,’ VariableNames', {! Parameter’, Subject'})
In addition, the model equation must be defined, which in this case results in

'Parameter ~ 1+ (1|Subject)’) FitMethod', ReM L)
The Matlab function returns a wide range of information, as can also be seen

in Figure [6.18}

92



6.6. Implementation in Matlab and SPM

[ JOX J Command Window

>> group_level('/Users/victoriacaic/Documents/Masterarbeit/Daten/Ergebnisse/Ergebnisse_ohne_dt_Gruppe_1.x1lsx','Parameter")
%Linear Mixed Effect Model:
%Create a table
tbl=table(T(:,parameter).Variables,T.Subject,VariableNames, {Parameter,Subject})
tbl =
34x2 table

Parameter Subject

-3.4887 1
-5.5291 1
-3.44 1
-7.6219 1
-1.4617 3
0.28217 3
-1.5196 3
-0.56568 3
0.55554 3
2.4509 3
-2.3565 8
-4.1706 8
-1.7604 8
-2.7826 8
-2.3885 8
-5.0233 8
-2.6568 10
-1.3667 10
-2.046 10
-3.2763 10
1.7988 10
-1.9031 10
8.0367 13
0.53918 13
-1.2556 13
£ 2.1103 13

Figure 6.17: Creation of a tyble in Matlab with all necessary parameters for the LME
design.

e Model fit statistics: Among other statistics, the function returns the AIC, the
Bayesian Information Criterion (BIC) and the (minimized) logLikelihood, i.e. the
logarithm of the likelihood, for the chosen model.

o Fixed effects coefficients: For the selected fixed effect, in this case only the
intercept 3, the best estimate, the standard error, the value t;, the degrees of
freedom (DF), the p-Value and the 95 % confidence interval is returned.

« Random effects covariance parameter: For all random effects, in this case
the random intercept u; per subject i, the estimates of the standard deviation /o2
and the 95% confidence intervals of \/o2 are given. In the event that there are
several random effects, the covariance and the confidence interval of the covariance
between the individual effects are also returned.

o Error distribution: The standard deviation y/oZ and the 95% confidence interval
of \/o2 are returned for the resulting error term of the model.

This way it can be determined whether the feedback coefficient, which has been cleared
of the subject-specific fluctuations, has a significant influence on the activation of the
target area at group level.
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[ JoX ) Command Window
O 0.5435 14
-1.3115 14
1.3435 14

%LME Design:
fitlme(tbl,Parameter~1+(1|Subject),FitMethod,REML)

lme =

Linear mixed-effects model fit by REML

Model information:
Number of observations
Fixed effects coefficients
Random effects coefficients
Covariance parameters

W
No R s

Formula:
Parameter ~ 1 + (1 | Subject)

Model fit statistics:
AIC BIC LogLikelihood Deviance
160.78 165.27 -77.389 154.78

Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF pvalue Lower Upper
{'(Intercept)'} -1.4476 0.91432 -1.5833 33 0.1229 -3.3078 0.41258

Random effects covariance parameters (95% CIs):
Group: Subject (6 Levels)

Namel Name2 Type Estimate Lower Upper

{'(Intercept)'} {*(Intercept)'} {'std'} 2.0593 0.9719 4.3631
Group: Error

Name Estimate Lower Upper

{'Res Std'} 2.0768 1.5967 2.7013

i

Figure 6.18: Design of the LME in Matlab. A wide range of statistical information as well
as an estimate for the fixed effects is returned.

6.6.6 Cross-validation

The cross-validation is carried out in several steps. In the first step, the S-estimates and

the measured activations are read in for a single run of a subject. The original model

value gj_f is calculated according to Equation The model value %FB:O is determined by

setting all Ss that belong to a feedback regressor to zero and by calculating new model

values using this modified weight vector and the design matrix. For the model value

ﬁgfsi with generalized coefficients, an LME model is created with fitlme, but only the
J

values of all other subjects are used. This group value is then used for the corresponding
B-weights of the excluded subject. All weights that do not describe the feedback remain
unchanged. The model value %_,Sl. is again calculated by multiplying the new weight

vector with the design matrix. \JNith the help of these model values, the concordance
correlation coefficients p.(,9), pc(7, gjgfsl), and pe(¥, U8pp_,) can be determined. This
j

procedure is repeated for all runs of the subject.

In the second step, subject-specific correlation coefficients can then be calculated by
forming the mean value of the correlation coefficients of the individual runs.

In the last step, the correlation coefficients for the entire group, which means the entire
model approach, are determined by averaging the coefficients of the individual subjects
and the p-Values of the differences are estimated.



CHAPTER

Results

7.1 Single run analysis

In a first step, the S-weights of the single runs are calculated and tested for significance.
For the model approaches 3a)-c) the significance of the different valences (positive and
negative feedback) are compared. This way, estimations can be made as to whether and,
if so, which feedback has a stable influence on the activation of the sgACC. This could
be useful information for future experiment designs.

Subsection 7.1.3. shows the time series of the ‘true’ activation, i.e. the measured values
that have been corrected for the influence of the feedback. Here too, a comparison is
made between the individual model approaches.

7.1.1 Significance of -estimates

For visualization, the p-values of the S-weights of the single runs are binned with a span
of 0.05 (as shown in Figure . It is noticeable that most values fall between 0 and 0.05,
and thus can be described as significant. This is particularly distinctive in the model
approaches of modelling group 2, where up to 43% of the values, which describe the
influence of the feedback, are below 0.05. In the first modelling group, this is around 24%
of the values, similarly for all model approaches. In addition, other bins also contain up
to 15% of the p-values (for example the group of p-values between 0.4 and 0.45 in Model
la)). Regarding the percentage of significant S-weights for the influence of the feedback,
no outstanding difference can be seen between the models for the first modelling group.
In the second modelling group, the results for model approach 2a) and 2b) are similar,
while in 2c¢) slightly more significant values were determined.

The parameter describing the feedback convolved with the temporal derivation of the
HRF achieved a high proportion of significant weights. Both in Model 1b) and 2b), i.e.,
in both approaches in which the temporal derivation was considered separately, a clearly
higher percentage of values is significant than in the convolution with the canonical HRF.
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In Model 2b) this is even well over 50%, that is, there are more significant single run
[-weights than non-significant ones.

In the Models 1c) and 2c¢) the convolution with both the canonical HRF and its time
derivative have been combined into one parameter. This single parameter does, however,
not represent the significance of the temporal derivative shown in Models 1b), 2b) and
3b).

7.1.2 Valence dependance of -estimates

For the comparison between positive and negative feedback in the Modells 3a)-c) his-
tograms of the S-weights’ p-Values are presented in Figure [7.2} As with the non-valence-
separated models, the group of significant values with a p-value below 0.05 is the largest.
The observations regarding the significance of the time derivative are only partially
repeated in model 3b). While the time derivative parameter for the negative feedback
values is with about 58% almost three times as high as the canonical HRF, the feedback
parameter for positive feedback is unambiguously more often significant than its temporal
derivation.

In all three model approaches, the p-values for the positive feedback remain much more
often below 0.05 than those for the negative feedback. While this effect is not as strong
in Model 3a), the percentage for positive feedback in Model 3b) is twice as high as for
negative feedback, and in Model 3c) it is almost three time as high.

Model 3a) has the highest percentage of significant S-values, as 50% of the positive and
30% of the negative feedback weights have a p-value below 0.05. In the other models it
lies about 40% and below 20% respectively.

7.1.3 Activation time series corrected for feedback influece

After the weights of the feedback influence have been estimated, the time series of the
activation for the single runs can be corrected according to Equation [6.18] The influence
of the feedback is subtracted from the measured activation. The original and the corrected
time series are presented in the following four figures.

In Figure the first 250 frames of an exemplary run from Group 1 are shown in black,
as well as the corrected activation in red. A difference is clearly visible at the times when
feedback was given (areas highlighted in grey).

On this large scale, there is no discernible difference between the models in Group 1,
so in Figure [T.4] all models are shown together in one diagram, this time only for a
portion of 35 frames. There is virtually no difference between Model 1a) and 1c) even in
the enlarged view. However, a clear difference can be seen between these two models
and Model 1b). It partly leads to a larger variation in the correction, which is usually
expressed in a greater deviation from the original measurement time series, but in some
cases also in a closer approximation than the other two.

Figure shows an exemplary time series of Group 2. Compared to Group 1, a distinctly
higher difference to the original time series can be seen in this zoom. In addition, there
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Figure 7.1: p-Values of the p-weights describing the influence of the feedback on the

subgenual anterior cingulate cortex activation for the single runs.

The values are

divided into groups of span 0.05. In the Models 1b) and 2b) the darker colours denote the
convolution of the feedback with the canonical HRF, the lighter colour refers to the convolution
with the time derivative of the HRF. In the Models 1c) and 2c) these parameters are combined in

the way described in Section 6.2.4.
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Figure 7.2: p-Values of the models that separate between positive (green) and negative
(red) feedback. The values are again divided into groups of span 0.05. In Model 3b) the
convolution of the feedback with the time derivative of the HRF is separately considered, its
p-Values are shown in lighter colours than these of the convolution of the feedback with the
canonical HRF. In Model 3c) they are again combined in the same way as in 1la) and 2a).
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Figure 7.3: Original (black) and corrected (red) time series for the first subject of
Group 1. On this scale, it looks as if the whole time series is shifted down and a difference

between the model approaches cannot be observed.
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Figure 7.4: Original (black) and all of the corrected time series in a larger view. The
difference between Model 1a) (blue) and 1c) (green) is again not visible. Model 1b) (red) leads to
a different correction than the other two.

is no such clear spike amplification. Instead, entire portions have been shifted, as can be
seen between frames 80 and 130, for example.

To compare the corrections of the single models, all of them are again combined in one
diagram (Figure . As for the models in Group 1, approaches a) and c¢) cannot be
clearly distinguished. This applies to both the combined- and the separate-valence models.
Model b) also shows a deviation from the other two models here. A difference between
Model 2 and 3 can be observed. The model with the separate valences approaches,
Models a) and c), are more closely than in the non-separated case.

It is noticeable that the corrected time series are closer to each other than to the original
measurement series. The differences between certain ways of correction are therefore not
as big as the difference whether there is correction at all.

7.2 Group level analysis

In order to test the generalizability of the findings for the single runs, group results were
calculated with all subjects using an LME model. The results of this analysis are listed in
Figure This table contains the fixed effects Bj values, i.e. the cross-subject feedback
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Figure 7.5: Original (black) and corrected (red) time series for the fourth subject of
Group 2. Again whole areas are shifted by the correction, but compared to the models of the
first group, the difference between correction and original data is clearly visible on a large scale.
The grey areas denote all frames in which feedback was given. To compare the different model

approaches, a zoomed in view is necessary.
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Figure 7.6: Original (black) and corrected time series for all models of the second
group. Again, there is no decisive contrast between the Models a) and ¢) (blue and green).
Model 2b) and 3b) shows differences to the other models as well as between models each other,
i.e. whether positive and negative feedback was considered separately (dotted line). Variant 3b)
approaches the other variants more closely than 2b).

weight of the j-th group after the subject-specific fluctuations were considered separately
in the random effects. In addition, the respective standard error and the p-Values of the
Bj estimates are listed, which allow for significance statements.

Finally, the standard deviations of the random effects o, i.e. the individual intercepts of
the single subjects, as well as the AIC of the respective LME are given.

Since the aim of this thesis is not to find the ideal model for describing the feedback
influence, but primarily to determine whether there are any differences between the
models, a correction for multiple testing was neglected.

All calculated Bj—values are negative because the task during the measurement was to
reduce the activation of the sgACC. The better this succeeded, the more positive feedback
was given. This results in an anti-parallel relation, the higher the activation, the lower
the feedback, which makes negative weights necessary.

Six of the 16 estimated weights are significant, including two that describe the convolution
of the feedback with the canonical HRF. All parameters describing a convolution of the
feedback with the time derivative of the HRF are significant (Models 1b), 2b) and 3b)
(for both valences)). With the combination of the two parameters in the models 1c), 2c),
and 3c) on the other hand, no significance can be determined.



7.3. Cross-validation

Estimate of fixed | Standard error Standard deviation of
M | Parameter Value of AIC
odel ol effect p of B p- B random effects
1a) HRF -0.40323 0.27132 0.14672 | 0.62247 74.118
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Figure 7.7: Results of the LME for each model approach. Significant fixed effects results
are marked in red.

7.3 Cross-validation

In order to test the model approaches for their generalizability on the one hand, and, on
the other hand, to make a comparison of the models in this regard, a cross-validation is
carried out.

-,

The concordance correlations p.(¥,9), pe(7, ?%—Si)a pe(Y, ng 5—o) are determined for each
j

model. The first value describes the correlation between the measured values and the
previously estimated model values. The second value indicates the correlation between
measured values and the generalized feedback influence, that is, weighted with the (-
values of the other subjects, as described in Section 6.5. The last value determines the
correlation between the measured values and a model in which all feedback influences are
set to zero, i.e. in which it is assumed that the feedback has no influence at all. These
results are shown in Figure [7.§
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- 2 - 2 oy =X p-Value of p-Value of
Model Py, 9) | Pc(Y, yr;!‘s') Pc(Y, Yprs-o) l pe(r35n) -0 | oc(vFyn) -0 Tn
1a) 042(:013) | 041(:0.13) | 040(:012) | 0.9829 - 0.9834
1b) 0.46 (+0.14) 0.45 (£0.13) 0.44 (+0.13) 0.9655 0.9807
1c) 0.45 (£0.13) 0.44 (£0.13) 0.44 (£0.13) 0.9823 0.9937
2a) 0.50 (£0.17) 0.49 (£0.15) 0.47 (£0.15) 0.9562 0.9244
2b) 0.55 (£0.15) 0.54 (£0.13) 0.52 (0.13) 0.9602 0.9246
2¢) 0.54 (£0.15) 0.53 (£0.12) 0.52 (£0.12) 0.9527 0.9386
3a) 0.50 (+0.17) 0.49 (+0.15) 0.47 (+0.15) 0.9441 0.9346
3b) 0.55 (£0.15) 0.54 (£0.13) 0.52 (£0.13) 0.9446 0.9339
3¢) 0.54 (£0.15) 0.53 (£0.12) 0.52 (0.12) 0.9383 0.9528

Figure 7.8: Correlation between the measured data, the run-specific model, the gen-
eralized model, and a model in which the feedback influence is set to zero. The values
in brackets denote the standard deviation of the correlation coefficients. On the right side the
p-Values of the contrasts between the correlations are presented.

To test whether there are significant differences between the correlations, the p-values

of the contrast are calculated. This gives information about whether the difference is

significantly different from zero. If the p-value is higher than 0.05 the measurement

distributions are not considered to be different.The contrast between p.(¥, g%fsi) and
J

pe(7, 5), as well as between p.(¥, ngfsi) and p.(7, ﬁgFB:O) are examined. This is to test
j

whether the generalized model is significantly different from the model with the run-
specific parameters and whether the generalized model is significantly different from
a model in which the feedback does not play a role. These results are also shown in
Figure

At first glance, the values for all three coefficients are very similar. This impression
is confirmed by the p-Values. This means that for the modelling quality it makes no
difference whether run-specific parameters are used for the feedback, generalized ones, or
none at all.

To find out whether one of the models can generalize better than the others, p-Values of
the contrasts of the p.(¥, g%fsi) coefficients are calculated. These p-Values are listed in

J
Figure [7.9] The rows indicate the model of the first p.(7, Qg_si), the columns the model
5

of the second. It can easily be seen that all of the p-Values are well above 0.05, so no
model is able to generalize significantly better than the others. Since none of the values
was uncorrected significant, a correction for multiple testing has been omitted.



7.4. Test-retest reliability

1a) 1b) 1c) 2a) 2b) ) 3a) 3b) | ic)

1a) 1 0.8547 0.8726 0.7152 0.5213 0.5619 0.7188 0.5259 0.5702
1b) 0.8547 1 0.9818 0.8534 0.6445 0.6892 0.8571 0.6497 0.6982
].C} 08726 0.9818 1 0.8358 0.6286 0.6728 0.8396 0.6336 0.6817
2a) 0.7152 0.8534 0.8358 1 0.7856 0.8324 0.9962 0.7910 0.8418
Zbl 05213 0.6445 0.6286 0.7856 1 0.9518 0.7820 0.99a4 0.9423
ZC} 0.5619 0.6892 0.6728 0.8324 0.9518 1 0.8287 0.9574 0.9904
33} 0.7188 0.8571 0.8396 0.9962 0.7820 0.8287 1 0.7873 0.8381
Bb, 05259 0.6497 0.6336 0.7910 0.9944 0.9574 0.7873 1 0.9478
3!:) 05702 0.6982 0.6817 0.8418 0.9423 0.9904 0.8381 0.9478 1

Figure 7.9: P-values of the contrasts between the p.(7, yﬁfs ; )-coeflicients of the different

model approaches. The rows denote the model of the first coeﬁiment the columns the model of
the second one. Since all the p-values are well above 0.05 none of the models is able to generalize
significantly different than the others.

7.4 'Test-retest reliability

In order to assess whether the calculated influence of the feedback is reliable, or whether
the subject-specific fluctuation of this influence can also be expected in future studies,
the subjects’ intra-class correlation coefficient (ICC) is used. The ICCs of the single
model approaches are calculated using the empirical between-subject variance sg and the
empirical total variance s2,, of the sample:

2
cc ="t (7.1)

Stot

and are presented in the first column of Figure With one exception, the coefficients
are all in the same range of magnitude between 0.03 (Model 3b) and 0.24 (Model 2c) and
therefore have ‘poor reliability’ (ICC <0.4) according to the categorization by Cichetti
and Sparrow [CS&T]. The one salient value is obtained in Model 2b) for the time derivative
parameter, and with a level of 0.42 it just falls into the ‘fair reliability’ category.
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CHAPTER

Discussion

The aim of this work was to investigate whether the presentation of emotional feedback
in the form of a schematic face with changing facial expressions can lead to additional
activation or deactivation of the sgACC when used as target region in fMRI NF. It was
also of interest whether a positive feedback (laughing face) has a different influence than
a negative feedback (sad face).

Overall, the results show an inhomogeneous picture. Looking at the single runs, the
feedback shows a significant influence in a decisive fraction of cases. The time series
corrected for the feedback influence, especially in the subject group that received positive
and negative feedback, show clear deviations from the original data. However, these
findings could not be generalized.

Only the change in feedback over time still shows a significant group effect, likely because
it also has the clearest influence on the individual level.

8.1 Single run analysis

It is noticeable that the bin of p-values between 0 and 0.05 (what would be considered
significant for a single run) contains the highest percentage of S-weights in all models,
while in all other intervals there are distinctly fewer single-run results. For the data un-
derlying the current analyses, a significant influence of the feedback could be determined
in a percentage between 15% and 57% of the runs, depending on the model approach.
Thus, the feedback indeed seems to have a certain influence on the activation of the
sgACC during a single run.

As can be seen from the calculation of the ICC (Figure 7 the presence and magnitude
of this influence does not show any grouping with regard to sessions or runs. This speaks
against any systematic symptoms such as fatigue, habituation, or other time-dependant
reactions to the feedback. However, the weights for the feedback clearly vary between the
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individual subjects. There are also strong fluctuations and outliers in the magnitude of
the S-weights within the subjects, so there seem to be single runs, in which the feedback
has a particularly strong or weak influence.

The individual reactions to the feedback might depend on various factors, for example,
how sensitive the subjects react to feedback, how empathically they react to facial expres-
sions, or how much they get involved in the task. This dependence on manifestations of
personality traits [KS19] and also neuroanatomical constitutions, such as the relation of
volumes between different brain areas [WEE2(Q], can generally be observed in the success
of neurofeedback training and also seems to play a role in this case.

For the within-subject fluctuations, the current condition as well as the chosen strategy
and the satisfaction or annoyance about the feedback received on this strategy, could play
a role besides general noise. The sgACC is also responsible for a number of other related
tasks [GDK™15] [GKPT™95] [MLBT99] [RDO§], such as emotion reappraisal, decision-
making, and processing of rewards. Since the subjects were required not to think of
anything in particular during the baseline blocks these additional tasks are also conducted
while receiving feedback. Thus, they could cause activation simultaneously with the
perception of the emotional stimuli, which is also picked up by the feedback regressor
and provides additional variability.

In the modelling approaches of Group 2, which received positive and negative feed-
back, a larger percentage of the results are significant than in those of Group 1. Since
in K1gbl et al. [KMGT20] it has been concluded that this scheme also leads to a higher
success in neurofeedback training and thus will be used in future studies, it is particularly
important to take potential feedback influences on neural activation into account.
However, between the models a), b) and ¢), i.e. in the different ways in which the time
derivative is taken into account, there does not seem to be any particular qualitative
difference in the frequency of significant results in any group.

Comparing the influence of the positive and negative feedback on the activation of
the sgACC, it is primarily noticeable that the positive feedback shows a significant
influence more often than the negative feedback. However, there are more significant
[-weights in the time derivative of the negative feedback than in the positive case. This
points towards the assumption that the positive feedback and the temporal change of
the negative feedback could have a decisive influence on the second feedback loop. The
amplitude of the negative feedback and the change in positive feedback, in contrary,
have a lower influence. This conclusion supports the result that the feedback in the
experimental scheme with positive and negative feedback has a greater influence than the
presentation of only positive feedback [KMGT20]. Since the change in feedback generally
shows a stronger influence on the activation than the level of feedback and this change
in negative feedback is more often significant than in positive feedback, the additional
presentation of negative feedback leads to a stronger activation.



8.1. Single run analysis

The comparably high percentage of significant results for the weights that describe
the convolution of the feedback with the time derivative of the HRF is particularly
noticeable. It can be concluded from this observation that the sgACC is primarily
activated by a change in the presented facial expressions and to a lesser extent by the
absolute level of the feedback.

In contrast to other regions, such as the amygdala, the inferior frontal gyrus or the
fusiform gyrus, the activation of the sgACC by dynamic facial expressions has not yet
been confirmed in the literature [TEMOQJ],[YSQO6], but it has been shown that a dynamic

presentation generally improves the recognition of the emotional content [Eri53], [HHS99.

This preference can easily be explained by the fact that static emotional images perform
poorly in imitating real situations from everyday life [Exib3]. Such increased attention
to changes in the facial expressions of the smileys is therefore also conceivable for the
sgACC. An activating effect of the feedback could presumably be prevented by a static
presentation, for example, by giving intermittent feedback, i.e. a single feedback in

the form of a static facial expression that reflects the performance of the entire block.

However, following the stimulating influence of the feedback, the positive effects of social
feedback might be comparably weak. Since the static facial expression of a schematic
face would hardly be perceived as a real emotion, the naturalness and thus intuitiveness
of the feedback would be lost. It therefore seems to be more useful to take the activation
of the target region due to a changing feedback into account in the analysis by adding an
additional regressor.

Another possible explanation why a significant activation of the sgACC was found
related to the temporal change in feedback, can be derived from the works of Barrett
and Simmons [BSTH]. They suggest that the sgACC makes predictions about required
physiological changes based on perceived changes in the environment, which then result
in a top-down influence on the hypothalamus and the periaqueductal grey and trigger
changes in the anticipation of physiological responses. This suggestion is consistent with
earlier findings that the sgACC plays a central role in the modulation of physiological
arousal (e.g. changes in heart rate or blood pressure) [BKEPOQ], [Sap02], [TC02). Since
the BOLD signal does not directly represent neural activity, but rather the hemodynamic
response to it, it seems possible that the sgACC shows increased activation due to
initiating a change in the response as a reaction to changed feedback. This assumption
would also explain why a change in the negative feedback has a greater impact than a
change in the positive feedback. The need to change something in the hemodynamic
response is greater if the feedback is negative than if it is positive. Such an explanation
of the observed reaction of the sgACC would underline Weiskopf’s concerns that it is not
certain whether neurofeedback actually modulates neuronal activity or only the blood
flow through the corresponding target area [Weil2].

On the other hand, it could also be possible that the different reactions to positive and
negative feedback are caused by the functional localizer. The sgACC is sensitive to both
valences, but spatially separated ﬂm and the localizer used in the underlying study
only included negative stimuli m To gain clarity about this it would be useful
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either to investigate the complete sgACC or only the part that is responsible for positive
emotion processing.

The difference between the original and the corrected time series is distinctly more
visible in Group 2, i.e. in the group that includes positive and negative feedback, and
confirms that the feedback influence is larger when negative feedback is also presented.
The first model group mainly shows a shift in the curve, i.e. all values are less negative
after the measured data are corrected. This effect can be explained by the fact that
the examined part of the sgACC is activated by negative emotions and deactivated by
positive emotions, so the positive feedback leads to an additional deactivation. Since
the aim of the training was also to deactivate the sgACC, the perception of the positive
feedback leads to an over-estimation of the training successes. A simultaneous correction
of the feedback influence would therefore lead to a lower feedback, since the sgACC would
be deactivated less strongly.

In the second and third modelling groups, the correction shows an increase in the am-
plitude: At periods that generally show a lower activation (e.g. in Figure , frames
100-120), positive feedback is given, which results in a corrected time series shifted
upwards, as described in Model 1 described. At periods that show a higher activation
(e.g. Figure frames 125-140), negative feedback is given. Since the perception of
the sad smiley activates the sgACC and thereby shifts the curve upwards, the corrected
curve is below the measurement values here. In summary, it can be stated that if the
performance was good, the feedback was displayed too high, and if the performance was
poor, the feedback was too negative.

Similar to the distribution of the p-Values of the weights, there is virtually no visi-
ble difference between the models a) and c). Apparently, it does not seem to make
a difference in any model for the specific influence of the feedback whether the time
derivative is not taken into account, as in approach a), or whether it is combined with
the HRF convolution to form a single regressor. The findings of Calhoun et al. [CSPKO04]
that a model approach, in which the convolution with a canonical HRF and its time
derivative are combined to a single regressor, improves the fit to the data, could not
be confirmed in this work. However, the results achieved with modelling groups b)
significantly deviate from the others. In the b) models, the influence of the feedback is
also different, depending on whether the valences are examined separately or not. This
difference may be based on the possibility, which has already become apparent, that the
influence of the positive and negative feedback concerning the time derivative is different.
In the event of a decision to implement one of the models, this only has to be made
between models a) and b), since the c¢) models are no different from the a) ones.

8.2 Group level analysis and cross-validation

At the group level, the majority of model approaches have no significant S-weights,
although the percentage of significant single run weights is quite high for all of them. A



8.3. Reliability of the results

possible explanation for this phenomenon can again be found in the strong inter-individual
variability.

In each of the b) models, the time derivative regressor also has a significant influence on
the activation of the target area at group level. This finding confirms the assumption that
the change in the feedback over time really has a noticeable influence on the activation.
This influence is strong enough to be maintained at group level despite subject-specific
fluctuations.

In order to test the models for their generalizability outside of the examined data
set, a cross-validation was carried out. The correlations between the measurement data
and the individual model, the generalized model and a model in which the feedback
does not play a role are virtually equal. Also in no case a significant difference between
these three correlation coefficients can be found. Additionally, there seems to exist no
difference between the single model approaches in terms of their correlation between the
measurement data and the generalized model, so none of the models is able to generalize
better than the others.

Since it does not seem to make any difference for the correlation with the measurement
data whether the feedback is taken into account as a regressor or not, these findings
suggest that the influence of the feedback on the activation of the sgACC might be
negligible in magnitude. However, since the results of this work so far indicated a certain
influence of the feedback and, above all, its change over time, other causes for the results
of the cross-validation can be assumed. On the one hand, there is the possibility that,
due to the strong individuality of both the measurement data and the found feedback
influence, generalization is not possible and each case must be considered separately.
In this case, a generalizing effect could not be confirmed by a cross-validation, either.
Another explanation could be that there is a power problem, i.e. that the sample size
with the six subjects per model approach is too small for a significant effect to be found
in the correlation.

8.3 Reliability of the results

None of the modelling approaches shows a good test-retest reliability of the feedback
influence. It therefore seems reasonable to conclude that there is a high degree of vari-
ability within the subjects, which makes up a decisive part of the total variance.

These results support the assumption that a strong within-subject variability leads to the
fact that no significant results on the group level could be found. This poor generalization
ability of the group parameters was confirmed by the cross-validation.

Again, the [-weight with the highest reliability is the one that describes the influ-

ence of the change in feedback over time. The previous finding that this time derivative
has an explicit influence on the activation of the sgACC is again confirmed.
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In comparison with the test-retest reliability of other fMRI measurement series, the values
achieved in this case are not noticeably lower. In a meta study by Elliott et al. ﬂm,
56% of all examined studies showed poor reliability. If only the studies are considered
that investigated various aspects of emotion processing, and thus are comparable to the
task in the study examined in this work, even 85% have an ICC below 0.4. This could
be due to the fact that the ICC can be undermined by habituation effects and rapid
fluctuations, especially in transient psychological states such as momentary emotions
or thoughts [HMEKTZ. In addition, the small number of subjects and measurements
per subject can cause that single outliers in the feedback influence have a particularly
high influence. Thus both the between-subject and the within-subject variability are not
representative of the phenomenon. This problem Elliott et al. [EKIT20] also named as
one of the most important reasons for the low reliability in fMRI investigations.

8.4 Limitations

This work is subject to some limitations. The first possible source for an imprecise
determination of the feedback influence is the modelling of the same as a linear function
of the neural response. The fact that this linearity is not always clearly given [PMNTI]
and that the neural response itself does not always follow linearly on a stimulus, has
also been established for other cases of sensory perception of a (more or less constant)
stimulus over a longer period of time. For example, if a longer series of sounds were
exposed to a subject, instead of sustained neural activity in the auditory system, phasic
outbursts at the beginning and end of the series of measurements were found [HMO02].
Neural adaptation to a recurring stimulus also seems to occur, especially if they are
presented in intervals of less than two seconds [DB9T]. Since such a rapid presentation
of the feedback also occurs with neurofeedback if continuous feedback is given (in the
study underlying this work the repetition time was also well under a second), a non-linear
modelling of the feedback influence could lead to more precise results.

In the same context, there is the simplified assumption in the modelling that the influence
of the feedback is constant from the start, and the proportionality factor r in Formula [6.1§]
is independent of time. In addition to short-term, neural adaptations during a single
run, it is possible that longer-term, time-dependant factors such as fatigue, loss of
concentration, or frustration influence the perception of the feedback. In this data set,
the ICCs concerning runs and sessions did not indicate a trend regarding level and
distribution of the §-coeflicients, which describe the influence of the feedback, over the
course of the two training sessions. So the assumption of the time-independent influence
does not seem to lead to a decisive bias.

The error variance of the models could have been reduced by additionally orthogonalizing
the feedback regressor with the sawtooth regressor of the single runs. Although this
would not have had any general influence on the regression coeflicients, the p-Values of
the models could have changed. This orthogonalization has not been carried out in this
work, since such a sawtooth regressor is typically not used and was needed only for the
original investigations in KIobl et al. [KMGT20]. However, it is possible that due to this
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inaccuracy, any significance in the S-weights of the feedback was not taken into account
or was incorrectly determined.

When examining the hierarchies in the data in the course of creating the linear mixed
effects model, it should be noted that the number of different class elements was far too
low to be able to make statistically meaningful statements. With a run number of three
and a session number of only two, it is not possible to form an intra-class variance that
enables statements to be made as to whether a run-specific or session-specific random
effect exists. A larger number of measurements would be necessary to investigate this
phenomenon further. However, random effects were primarily used as a correction for
dependencies within the data.

In the models 1b), 2b), and 3b) the amount of the presented feedback was also convolved
with the time derivative of the HRF and treated as an explicit regressor. The sign of
the corresponding coefficient provides additional information about the time-to-peak of
the underlying hemodynamic response. A positive coefficient indicates an earlier peak
than expected, while a negative S-weight indicates a later peak than expected [Gro20].
Since all 8s describing the time derivative are significantly negative, this leads to the
assumption that the feedback may generally cause a delayed hemodynamic response
compared to the canonical HRF used by default in SPM. In this case, it could be useful
for further investigations to opt for another HRF model that offers the possibility of also

modelling the time-to-peak [LWKT12].

8.5 Outlook

Since the feedback apparently has a significant influence on the activation of the sgACC
in single runs, but this influence fluctuates very individually between subjects and mea-
surements, it seems reasonable to include the influence of the feedback as an additional
regressor during online analysis. This would have the advantage that the feedback in the
next presentation step could be shown corrected by the previous feedback influence. The
effect found in this thesis that good performance might be rewarded and bad performance
punished too much, could be avoided in this way. Too strong punishment leads to
frustration, but a too high reward can lead to the performance potential not being fully
exploited. Overall, such corrected feedback should lead to improved learning outcomes.
An additional implementation of regressors is possible in many software for neurofeedback,
e.g. OpenNFT [KAPT17. The next step here would be to test the influence on the
processing time in the online analysis. In addition, future studies must show whether
such a correction actually leads to improved learning outcomes.

A further move towards a personalized approach is particularly important, should a
neurofeedback design similar to the one presented in this work be used as a therapeutic
approach for affective disorders. Depressed patients show increased activity in the sgACC
when processing emotional information [SSDII] and generally have a biased emotion pro-
cessing compared to healthy subjects [BDPI0]. On the one hand, the feedback might be
adapted to the changed perception of facial expressions [EZDATIT], as depressed patients
often perceive friendly faces as neutral and neutral faces as sad. On the other hand, when
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regressing out the influence via the second feedback loop, the used HRF must be varied
in such a way that the longer processing time of emotional content in depressed people
[CKYI04] [CRSKQ7 [SDLMT04] is taken into account. However, additional optimizations
are still necessary. Particularly in the case of mental disorders, individual differences are
pronounced as a result of various factors, such as medication, the disease severity, etc.
and require special attention in order to enable optimal therapeutic success.

An influence of the emotional feedback not only could exist in the sgACC, but also in
other regions that are involved in emotion processing. This should be investigated in
future studies as it might bias offline analyses. Whether intermittent feedback schemes
would also benefit from such a correction, remains an open question. However, carry-over
effects to the regulation periods appear unlikely if the separating baselines are chosen
long enough.

The results of this work can contribute to the fact that more attention should gen-
erally be paid to an appropriate selection of feedback. In addition to a mathematical
integration into the analysis software, there are other ways of avoiding a possible bias
due to the given feedback. The respective properties of the target region should be taken
into account. In the case of the sgACC, for example, using auditory feedback would
be a possibility, since this region shows no activation in response to audibly received
emotional stimuli [PWTL0Z]. Even if the advantage of visual versus auditory feedback
ﬂm is not to be ignored, there is the possibility to rely on non-emotional stimuli.
Many regions that are involved in emotion processing, for example the ACC or various
areas of the PFC, are not activated by non-emotional images [THCT99]. The adaptation
of the feedback to the respective target area is also advantageous for non-emotional areas
of the brain, e.g. auditory or tactile feedback could be used for regions that react to
dynamic images such as the inferior occipital gyrus [SKYT04]. However, in this case the
benefits of using emotional feedback would also disappear, so careful consideration of the
goal and framework is necessary.



CHAPTER

Conclusion

Following previous successful attempts to promote learning in NF by utilizing social
reward, a recent study employed a smiley face as feedback mechanism for the sgACC — a
brain region important in MDD. As the sgACC reacts to emotional stimuli, a second
feedback loop, besides that of volitional control, might have been present. The emotional
feedback that was presented during the neurofeedback training seems to have had a
significant influence on the activation of the sgACC. However, this influence can primarily
be observed in the analysis of single runs; the values vary highly between individual
subjects. Thus, almost no significant effect could be found at a group level. The influence
was mainly evident for the change of feedback over time, which was discernible at group
level. Positive feedback seems to trigger additional activation, whereas negative feedback
especially exerted influence on the sgACC through its temporal variation. After correcting
the measurement series about the influence of the feedback, there was the tendency
visible that good performance was rewarded too strongly, while poor performance was
punished more than would have been appropriate.

Since significant influences can be found, but vary highly between individual subjects,
it seems reasonable to correct for them during the NF training, which could lead to
improved learning outcomes. Such an individual approach is particularly necessary when
dealing with patients suffering from mental disorders, as individuality is reinforced by
various factors, such as the severity of the illness or medication. Future studies must
show whether such an integration of the feedback influence actually leads to improved
learning and whether the findings of this work also translate to other brain regions that
are involved in emotion processing.
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