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Abstract—Users often choose songs with respect to special
situations and environments. We designed and developed a music
recommendation method inspired by this fact. This method
selects songs based on the distribution of acoustic features of
the songs listened by a user at particular places that have higher
ordinariness for the user. It is important to verify the relationship
between the places where the songs are listened to and the
acoustic features in this. Hence, we conducted the visualization to
explore potential correlations between geographic locations and
the music features of single users. In this paper, we designed an
interactive visualization tool methods and results for the analysis
of the relationship between the places and the acoustic features
while listening to the songs.

Index Terms—Music Information Processing, Visualization,
Lifelog, Ordinariness, Machine Learning

I. INTRODUCTION

Dissemination of new technologies on music recommenda-
tion is expected due to changes in the environment such as
streaming services. Research on music recommendation has
already been diversified, and a variety of music recommen-
dation methods according to various targets and situations
have been proposed. For example, a system for recommending
background music (BGM) while working [1], music recom-
mendation systems for jogging [2] and driving [3] have been
proposed. Meanwhile, we hypothesize that users will enjoy
music recommendations even more if the system offers a
situation- and location-dependent song recommendations. This
is derived from a study by North et al. [4] on the value of
music in everyday life. According to this survey, calm music
is preferred in quiet places such as homes and libraries, while
music that feels encouragement is preferred in a noisy place
such as a shopping center or sports gym.

Based on the above example, we are developing a music
recommendation system that takes into account ”ordinariness”
[5] that quantifies usualness and specialness values calculated
from the range of daily activities of the user. This system
recommends the songs based on the hypothesis that the user
wants to listen to different songs between places with high
degrees of ordinariness and other places. Specifically, we have
a hypothesis that people listen to the songs that have certain
acoustic feature values more often at places with a high degree

of ordinariness. On the contrary, it is difficult to specify
what kinds of acoustic features are preferable at places with
a low degree of ordinariness. Instead, it is often preferable
to recommend songs related to the events, landmarks, and
impressions of the places.

In this work, we hypothesize that people tend to listen to
similar songs (i.e., songs with similar acoustic features) in
different places they are visiting on a regular basis. We refer
to these places as ”places with a high degree of ordinariness.”
We had a trial of visualization to verify the existence of
correlations between each place and the songs listened in
the place where we stay for a long time on a daily basis.
This visualization verifies our hypothesis on the correlation
between places and acoustic features of songs. We expect more
satisfactory music recommendation systems can be developed
by considering this correlation. This paper introduces the
visualization method and results that verify the correlations
between the locations and the acoustic feature values.

II. RELATED WORK

A. Influence of listening environment on music selection

Greenwald et al. [6] reported that emotions and attitudes
of people often affect their choices. We assume emotions and
attitudes are also related to the song selection. We investi-
gated how the environment in which song is listened affects
the user’s mood and song selection based on the study by
Reynolds et al. [7]. The results shown in Figures 1 suggest that
the environment in which the listener is placed equally affects
the listener’s mood and song selection. We concluded that
mood is an important factor in song selection, indicating that
the environment strongly influences mood and song selection.

III. VISUALIZATION OF LOCATIONS AND
ACOUSTIC FEATURE VALUES

In this section, we present the processes of our visualiza-
tion that represents the relationship between locations and
music feature values. Section III-A describes the recording
of the user’s location information. Section III-B describes
the ordinariness calculation for recognizing places where a
user stays for a long time on a daily basis. Section III-C
describes the calculation of acoustic feature values applying



Fig. 1. Represents the level of affect that activity has on a listener’s mood
and music selection.

a machine learning technique. Finally, Section III-D describes
the visualization method.

A. Location Information

This process records the history of location information
of the users in order to calculate the ordinariness of each
location. Our implementation record the locations (latitude
and longitude) and the time with regular intervals using a
smartphone application.

B. Ordinariness

The process divides the regions that positions are recorded
into a set of ten meters squares for each location and calculates
the density of the instances from all the location information
recorded in advance. The calculated density is regarded as the
degree of ordinariness in this study. Figure 2 show to explain
visually in this process.

Fig. 2. How to calculate the degree of ordinariness.

Figure 3 shows an example of applying this process. The
points plotted in the figure are the instances of user location in-
formation recorded every ten minutes by the process described
in Section III-A. The latitude and longitude are assigned to x-
and y-axes, respectively, and the z-axis corresponds to date
and time. We calculate the ordinariness of the places where
the user stayed occasionally for a long time smaller by taking
into account the date as well as time. Meanwhile, we assume
the ordinariness larger where the recorded location information
is dense.

The process calculates the ordinariness applying the equa-
tion 1.

P = (x/M)·m (1)

Here, let the ordinariness be P , the number of records of the
location information in the range of ten meters square be x,
and the maximum value of the number of location information
included in the range be M . An arbitrary parameter m is
adjusted so that the ordinariness value at a daily place always
becomes 1. We set m = 2.46 in our experiments. On the
other hand, the ordinary value of a particular place is zero if
the staying time at the location was significantly short or the
user has not been there.

The degree of ordinariness is represented by the colormap
painted in orange and green in Figure 3: orangish points depict
the higher degrees of ordinariness.

Fig. 3. Life log analysis results.

C. Acoustic Feature Values

The process calculates the acoustic feature values of each
song and treats them as multi-dimensional values. We apply
acoustic feature analysis tools 1 developed by the music
information retrieval team of Vienna University of Technology
at present. Table I shows an overview and the number of
dimensions of the acoustic feature values that we have adopted.

1http://ifs.tuwien.ac.at/mir/audiofeatureextraction.html



TABLE I
LIST OF ACOUSTIC FEATURE VALUES UNDER ANALYSIS

Rhythm Patterns Rhythm periodicity of the whole song
Number of dimensions : 1440

Statistical Spectrum Descriptor Beat and volume of specific range
Number of dimensions : 168

Rhythm Histogram Rhythm fluctuation of the whole song
Number of dimensions : 60

D. Visualization

Finally, we apply the following two types of visualization to
the ordinariness values (see Section III-B) and acoustic feature
values (see Section III-C).

Figure 4 shows the visualization of the degree of or-
dinariness and the place where the songs are listened to.
The vertical and horizontal axes correspond to latitude and
longitude, respectively, in this visualization. The circular plot
represents the ordinariness of the user, where orangish colors
depict the places where the degree of ordinariness is larger,
while greenish colors depict the places where the degree of
ordinariness is smaller. Black triangular plots represent the
places where the songs were listened to. This implementation
displays textual information when a user points a triangular
plot by a mouse-over operation. The displayed information
includes latitude and longitude of the place, the degree of the
ordinariness, and the title of the song listened at the place.

Figure 5 shows the visualization of the similarity of acoustic
feature values of the prepared songs. Songs are arranged in
a two-dimensional space by applying a dimension reduction
method to the acoustic feature values. Users can select one of
the following dimension reduction methods: Principal Com-
ponent Analysis (PCA) [8], t-distributed Stochastic Neighbor
Embedding (tSNE) [9], Multi Dimensional Scaling (MDS)
[10], and Uniform Manifold Approximation and Projection
(UMAP) [11], in the current implementation.

The implementation has a linked view mechanism. When
a user selects a particular song or a place of interest, the
visualization displays or emphasizes the details including the
acoustic feature values of the song and the ordinariness of the
place. This mechanism enables users to recognize the corre-
lation between the locations where the songs were listened to
and the acoustic feature values, and more detailed information
recorded in the logs.

IV. EXAMPLE

This section shows visualization examples with logs of a
single user. In this example, location information and music
listening history logs were recorded for about one month. As
a result, 1630 location information data and 98 music viewing
history were recorded. The visualization results using those
logs are introduced in the following sections.

A. Distribution of Ordinariness

As shown in Figure 4, the visualization window visualizes
the distribution of ordinariness values and the places where

the songs were listened to. A particular region where has a
higher ordinariness value was enlarged and displayed in this
figure in all location information. It depicts the user had two
places where she had daily routines. We found these places
were around the home and the university campus of the user
by searching for the names of the places from their latitude
and longitude values. We assumed that two places, home and
university campus, are the places where the user has a high
degree of ordinariness. Then, we analyzed the characteristics
of the songs the user preferred to listen to at the places.

Fig. 4. Distribution of ordinariness and enlarged view.

B. Similarity of Acoustic Features

Based on the results described in Section IV-A, the songs
in the playlist of the user were classified as shown in Table II.
Figure 5 shows the visualization of the similarity of acoustic
features of the songs by applying a dimension reduction
method. We selected UMAP as a dimension reduction method
because the songs belonging to each category were most
separated in the display space when we applied UMAP. The
songs that the user listened to at home are concentrated at the
left side of the visualization result as shown in Figure 5. On
the other hand, the songs listened to at the university campus
are concentrated on the right side. The songs that the user has
not yet listened to are placed outside of them. This suggests
the correlation between the location where the user listened to
the songs and the acoustic features.

C. Visualization results and discussion

We observed the differences between music listened to at
home and music listened to at the university campus using
the interactive selection and emphasis functions of the visual-
ization. Figures 8 and 9 show the visualization result limited
to the songs listened to at home and another result limited to
songs listened to at the university campus, respectively.



TABLE II
COLORMAP TABLE.

Fig. 5. Dimensionality reduction using Multi-Dimensional Scaling (UMAP).

Based on these results, we used Librosa [12] to check which
acoustic feature values correlate to the songs listened to at each
place. The most prominent features in the five acoustic feature
values shown in Table III are ”RMS energy” and ”spectral
contrast.” Values of ”RMS energy” increase from the upper
left to the lower right, as shown in Figure 6. On the other hand,
values of ”spectral contrast” increase from the lower right to
the upper left, as shown in Figure 7. We presume that many
of the songs listened to at home tend to be songs with a small
number of accompaniments (e.g. with just a guitar), because
they have low ”RMS energy” and high ”spectral contrast”. On
the other hand, most of the songs listened to at the university
campus have high “RMS energy” and low “spectral contrast”,
so we presume that we tend to be songs with many musical
instruments.

TABLE III
LIST OF ACOUSTIC FEATURE VALUES UNDER ANALYSIS IN LIBROSA

tempo Beats per minute
RMS energy Root-mean-square (RMS) of power (Average volume)

spectral contrast Strengths of spectral peaks
spectral flatness Entropy of spetrum (Power of noise-like sounds)
spectral roll-off Frequency that archives 85% of amount of spectrum

V. CONCLUSION AND FUTURE TASKS

This paper presented the visualization method and results
for verifying the correlation between the locations where users

Fig. 6. Calculation result of ”RMS energy” by Librosa.

Fig. 7. Calculation result of ”spectral contrast” by Librosa.

listened to the songs and their acoustic feature values. We
found the correlation between the locations and the acoustic
feature values from this visualization results.

We are discussing the following three issues as future
work: visualization of the user’s travel route, estimation of
the moving speed, and selective song visualization in the
scatterplot. Regarding the first and second issues, we would
like to determine the destinations of the user’s travel and
the moving states of the travel. We would like to find the
characteristics of the songs listened to at the destinations
or each of the moving states. Here, we suppose four types
of moving states based on the estimated speeds: walking,
running, bicycle, and car/train. Regarding the third issue, we
would like to solve a problem on a heavy overlap of the
plots that may deteriorate the comprehensibility. We would
like to develop an appropriate sampling of the songs to reduce
the number of displayed plots and consequently reduce the
overlap.



In addition, as a long-term problem, we would like to apply
this correlation to classify songs that users prefer for each
appreciation place by machine learning techniques. We aim
to develop a music recommendation system that improves the
satisfaction by applying the song classification technique. For
this reason, recording more user data will be a very important
issue in the future.
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Fig. 8. Visualization limited to music listened to at home.

Fig. 9. Visualization limited to music listened to at university.


