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Figure 1: Atomistic DNA rendering of the Sorangium cellulosum bacterium enclosed in a rod-shaped lipid membrane. The DNA structure is generated instantaneously using our new parallel modeling approach. Sorangium cellulosum currently holds the record for the largest known bacterial genome consisting of about 13 million base pairs.

Abstract
Visualization of biological mesoscale models provides a glimpse at the inner workings of living cells. One of the most complex components of these models is DNA, which is of fundamental importance for all forms of life. Modeling the 3D structure of genomes has previously only been attempted by sequential approaches. We present the first parallel approach for the instant construction of DNA structures. Traditionally, such structures are generated with algorithms like random walk, which have inherent sequential constraints. These algorithms result in the desired structure, are easy to control, and simply to formulate. Their execution, however, is very time-consuming, as they are not designed to exploit parallelism. We propose an approach to parallelize the process, facilitating an implementation on the GPU.

1. Introduction
Visualization and computer graphics have shown much success in procedural modeling of nature, mostly through simulating images of objects at familiar, everyday scales. Non-biological natural phenomena, such as mountains, rock types, oceans, gases, clouds, or plasma, have been procedurally modeled for several decades [HRRG08]. Organic phenomena like vegetation, large forests [DN04], or dense jungles are modeled by procedural approaches and provide rich detail down to a single tree, or even leaves. The procedural generation of man-made structures is another example. A procedure can direct the generation of single room interior arrangements and can be scaled up to entire urban landscapes [SKK*14a; SKK*14b].

While in computer graphics, the goal is to generate and render visually plausible sceneries, in scientific visualization, the model generation and visualization has to be scientifically accurate, preserving key properties of the studied phenomenon. In biology, the generation and rendering of models of the biological mesoscale (the level between the nanoscale of atoms and the microscale of...
cells) turned out to be a particular challenge. Such models are highly complex and heterogeneous, and nanoscale objects cannot be directly observed.

The process of modeling mesoscale phenomena starts with understanding the hierarchical structure of living systems. At the finest level, atoms are specifically bonded to form large molecules, such as proteins and nucleic acids. They have characteristic structures and properties, and perform specific tasks. These molecules then interact and associate to form the microscale ultrastructure of the cell, which includes membrane-bounded compartments, and a variety of molecular infrastructure for regulation, support, transport, and communication. Reproducing the distinct shapes and interactions of these components, at scale ranges from nanometers to microns, is essential for creating accurate models of the structure and function of microorganisms.

Deoxyribonucleic acid (DNA) plays a central role in this hierarchy of structure and function. It is one of the most omnipresent structures representing and enabling life. DNA is a long polymer of four types of nucleotides, which carries the genetic information in the specific sequence of the nucleotides. Diverse experimental studies reveal many aspects of the DNA structure. This includes the detailed genetic sequence, topology and packing of the DNA into cells, and its interaction with the other molecular machinery of the cell. These results are making it possible to generate data-driven models of whole bacterial genomes, as shown in Figure 1.

Previous approaches generate such structures sequentially often by concatenating building blocks in many iterations. The main drawback of such procedures is the computation time, requiring minutes to hours to generate models of large-scale bacterial genomes. This limits the applicability for many visualization purposes, where parameters or constraints of the DNA structure are computed on the fly. Furthermore, biological studies that require numerous instances of such structures are limited to coarse-grained models, where the building blocks consist of several thousands of nucleotides. Our approach overcomes these limitations by generating DNA models instantaneously in a parallel fashion, similar to most real-time content generation procedures. Due to the complexity and constraints of the DNA structure, this is a non-trivial task.

Our central idea is to use a divide-and-conquer strategy together with a midpoint displacement algorithm for growing a DNA polymer. Initially, this procedure disregards any potential overlaps of the DNA structure to ignore sequential constraints for the moment. Subsequently, overlaps are efficiently detected and eliminated by a force-based system, similar to the ones used in fluid simulations. Our main contributions include:

- A problem characterization of generating large-scale DNA structures from the perspective of scientifically-accurate visualization
- Novel parallel algorithms for the instant generation of bacterial DNA structures
- An interactive visual environment allowing users to quickly experiment with different DNA generation parameters and constraints to perform visual hypothesis generation
- The foundation for computational hypothesis generation and verification that requires the generation of a multitude of bacterial genome models

2. Background and Related Work

In this section, we characterize architectural basics of bacterial genomes and review literature related to the generation and visualization of their structures.

**Genome Architecture**

The atomic details of DNA double helices were revealed in the classic work of Watson and Crick [DH53] and the bacterial nucleoid (the region containing most of the genetic material) was already described more than 60 years ago [Kel58]. However, structures of entire DNA genomes are still subject of intense study and only recently detailed information has become available [Dor13] through various experimental studies [DT16; KFS*14]. Bacterial cells typically have circular genomes, which solves an intrinsic problem with DNA replication: The enzyme DNA polymerase cannot replicate linear DNA to the end, so repeated rounds of replication lead to progressive shortening of linear DNA. Bacterial genomes are also typically highly supercoiled, leading to formation of a compactly-folded and functionally-organized structure [DT16]. Topoisomerase enzymes unwind the two strands of the DNA helix in an energy-dependent process. The unwind superhelical stress then leads to the formation of locally supercoiled loops termed ‘plectonemes’. Supercoiling is generally thought to assist with the processes of DNA replication and transcription, which involve unwinding of the double helix. Supercoils have been characterized in plasmids (small circles of DNA) by electron microscopy [BWC90]. Higher-order structure of DNA is often probed using methods such as Hi-C (a technique to study the three-dimensional architecture of genomes). Hi-C uses selective crosslinking to identify regions of a genome that are in proximity. The flexibility of DNA remains a matter of conjecture. It is generally seen to be relatively rigid but there are abundant examples of kinking and bending under the influence of proteins. In general, the flexibility of polymers, like DNA, is quantified with a property called ‘persistence length’ defining how orientational correlations decay along the polymer chain. Studies indicate that DNA has a persistence length of around 500 Å [Hag88]. Ångström is the unit in natural sciences for expressing the size of atoms, where 1 Å is equal to 10^{-10} m [PM10].

**Generation and Visualization of DNA Structures**

Early modeling and visualization of DNA structures used models built entirely from scratch. An example is the ground-breaking animated zoom from atoms to chromosomes by Max [Max85]. More recently, there have been several attempts at creating user-friendly tools, such as NAB [SJ95] and GraphiteLifeExplorer [HF13]. These tools successfully model local details of DNA and its interaction with proteins, but are not scalable to model entire genomes. Modeling of entire genomes has been attempted by several groups. Coarse-grained techniques are often used, where segments of the DNA are represented by single beads. For bacteria these beads may represent single turns of the DNA helix [GAO18] or larger interaction domains [TYM*17]. For larger eukaryotic genomes, these beads often represent locally-compact domains of many thousand base pairs [RZ14]. Modeling of entire genomes at the atomic level has recently been attempted for bacteria, e.g., using a stepwise process with progressively-detailed coarse-graining [HLE17].

Many polymer-modeling methods produce only static models. In contrast, Kolesar et al. [KPV*14] propose a technique for modeling
the polymerization process itself. The work of Klein et al. [KAK+18]
presents a novel technique for real-time generation and visualization of
biological mesoscale models including fibrous DNA structures.
The drawback of this method is its sequential implementation, which
constitutes a severe performance bottleneck. Recent work by Lindow
et al. [LBLH19] interactively visualizes RNA and DNA structures,
but focuses on small-scale models with less than 10,000 nucleotides.
The cellVIEW [MAPV15] system implements a novel approach for
the assembling of DNA on the GPU. However, it requires an existing
curve, approximated by discrete points, which are subsequently interpolated on the GPU.

Random Walk Methods
A random walk is a stochastic process used to model various real-
world phenomena. Random walk algorithms often simulate movement
and growth, or generate models of linear polymers like nucleic acids. A random walk is a special type of a Markov chain, where
each generated point is dependent on its predecessor. We define the
result of a random walk similar to Altendorf and Jeulin [AJ11] as a
sequence \( P \) of points: \( P = \{ p_0, \ldots, p_n \} \) with \( p_i = (x_i, \omega_i) \in \mathbb{R}^3 \times \mathbb{S}^2 \).
Every point \( p_i \) consists of a location \( x_i \) and an orientation \( \omega_i \).

To model bacterial genomes, a correlated random walk with bar-
riers is typically applied, where each point represents one bead of
the genome model. The barrier is defined by a compartment, e.g.
the cell nucleoid, that encapsulates the genome. The correlation is
defined by the dependency of the orientations among successive
steps. The random walk starts with an initial point \( p_0 = (x_0, \omega_0) \),
located inside of the compartment, and a random orientation. The
position \( x_{i+1} \) of the next point \( p_{i+1} \) is generated through a random walk step, starting from the current position \( x_i \) along a new random orientation \( \omega_{i+1} \). It is calculated as follows:

\[
x_{i+1} = x_i + s \omega_{i+1}
\]

where \( s \in \mathbb{R}^+ \) is the step size of the random walk.

For more detail, we refer to the work of Spitzer [Spi01], which
covers the theoretical foundation of random walks. Additionally,
Codling et al. [CJB08] provide an extensive overview of random
walks for modeling biological processes.

Midpoint Displacement Approaches
The power of parallel processors facilitates the generation of large
models of bacterial genomes in real time. However, current genome
modeling approaches, like random walks, have intrinsic sequential
constraints and thus do not map well to parallel processors. Another
approach to approximate various natural processes is midpoint dis-
placement. In contrast to the random walk algorithm, it is well suited
for parallelization. The midpoint displacement method has first been
introduced by Mandelbrot [B M83] in the context of fractals. It
became widely popular after Fournier et al. [FFC82] presented its
extension to the diamond-square algorithm. The algorithm generates
random heightmaps that are frequently used for terrain models.
In the simple 1D case, the midpoint displacement algorithm starts with
a line between two points. In the first step, the midpoint of the two
initial points is displaced perpendicular to the line segment by a
random amount. This process is repeated on the resulting new line
segments until the desired level of detail is attained. The displacement
magnitude is reduced in each iteration.

Midpoint displacement has been used and extended in vari-
ous ways. Musgrave et al. [MM89] propose a midpoint displace-
ment method for the generation of locally-controllable fractal ter-
rains. They modify a standard midpoint displacement generation
method by simulating erosion features to increase the realism of
the generated terrains. Jilesen et al. [JKL12] expand the typical
two-dimensional case of midpoint displacement to produce peri-
odic, three-dimensional models of porous media. The method is
suitable to create realistic models of rocks, as demonstrated through
a comparison with two-dimensional cross-sections of real geologi-
cal material. While most often used to model geological processes,
the application of midpoint displacement in other areas is also well
established. For instance, midpoint displacement has been used to
simulate Brownian motion, which has various applications in
biology [NML00].

3. Overview
The complex hierarchical structure of DNA, ranging from specific
nucleotide sequences at the atomic level to supercoiled topologies
at the whole-genome level, poses challenges for modeling. Random
walks and similar sequential algorithms are particularly suitable
for generating models with shape and flexibility constraints, but
are limited in their performance. This is especially problematic for
large genome structures, like the genome of Sorangium cellulosum
with about 13 million DNA base pairs. We introduce a divide-and-
conquer approach, which makes it possible to parallelize the model-
ing process. Additionally, the real-time GPU implementation opens
up the possibility of displaying models that are generally too large to
fit into the memory. In the following we describe a typical sequential
genome modeling approach and compare it to our parallel one.

Sequential Approach
Coarse-grained models of DNA, where a chain of beads is used to
model the linear or circular polymer, may be constructed using a
random walk. At each step the random walk chooses a random
direction depending on the flexibility and shape of the surrounding
compartment. The random walk starts with an initial seed point
located inside of the compartment and walks along the first step. If a
random walk step chooses a point outside of the given compartment
or an occupied area, a new random direction is chosen. This process
is repeated until a valid position is found. If no valid position can be
found, the random walk retreats to an earlier state and tries again.
When the coarse-grained chain of beads is computed, each bead
may be exchanged with a more-detailed structural building block to
assemble the final structure. Supercoils can be added by starting sub-
sequent random walks from certain points of the generated structure.
Other approaches [GAO18] start with a small square of points on
a lattice and enlarge and migrate them to build the genome model.
However, all of these sequential approaches require minutes up to
hours to generate larger genome models.

Parallel Approach
Our parallel approach to generate bacterial genome models is illus-
trated in Figure 2. In order to map the computation of the model
onto several threads of a parallel processor, an initial set of beads is
required. For this reason, we first generate a rough backbone of the
genome model. In theory, a randomly-placed circular set of beads
could be used. However, in order to make this approach applicable
to a variety of constraints and enclosing shapes, we choose to use
Figure 2: Parallel approach for the generation of bacterial genomes. First, a sequential random walk with a large step size is applied to generate the main backbone (a), a coarse circular structure. The generated beads build the foundation for the subsequent parallel processing. In the next step, the circular structure is enhanced in detail (b) through our parallel midpoint displacement method. Subsequently, coarse-grained supercoil axes (c) are generated with random walks branching from the backbone. Again, detail is added to the supercoils (d) with our parallel midpoint displacement method. Finally, superhelical hairpins (e) are generated by splitting the beads of the supercoil axes in two and rotating them resulting in the final model of the bacterial genome.

We expect that our parallel approach will be useful both in educational applications with an optimized version of the cellVIEW approach [MAPV15]. we need to perform a uniform resampling. Uniform resampling of a sequence is a sequential process, potentially slowing down the whole generation process. Therefore, we substitute uniform resampling with an approximation that can be executed in parallel. After the backbone is generated, supercoils are added to the structure. First, the coarse-grained versions of the supercoil axes are computed (Figure 2c), also using the random walk algorithm. Again, detail is added with the parallel midpoint displacement (Figure 2d) and the bead sequence is resampled. In the final step, the supercoiled hairpins are generated by splitting the beads of the supercoil axes into two chains and rotating them about the axes (Figure 2e). This is also computed in a parallel fashion. In order to generate an atomistic model of the bacterial genome, we calculate the orientation of structural units along the chain of beads in parallel and assemble them with an optimized version of the cellVIEW approach [MAPV15].

Applications

We expect that our parallel approach will be useful both in educational/outreach settings and in research. For education, the interactive nature of the method is crucial. The ability to construct new models on the fly allows users to gain a more intuitive understanding of the hierarchical relationships between atoms and nucleotides, genes, entire genomes, and cells. The ability to explore different levels of superhelicity will help users to comprehend the role of DNA topology in the packing and function of the genome.

In research, there is a growing interest in the structure of bacterial genomes. It is becoming clear that supercoiling of DNA and subsequent condensation of chromosome interaction domains play a role in the regulation of gene expression [MLS17]. This has lead to the examination of multiple species using techniques such as Hi-C and fluorescence microscopy to quantify the location and interactions of domains within the genomic DNA. These techniques typically provide only a coarse-grained view, with resolutions of just thousands of base pairs. Therefore, modeling is employed to develop hypotheses for structural features at the finer scales.

Given the complexity of the system, most current modeling studies employ one of two simplifications. Coarse-grained modeling techniques support the creation and testing of multiple instances of multiple models, but at the cost of providing reduced-resolution results. Most often, these approaches treat individual chromosome interaction domains as the coarse-grained units, and provide useful information on the overall shape and packing of these domains in the interior space of the cell. More recently, several groups have created full atomic models of bacterial genomes, constrained by available biochemical observations. These models are laborious to produce, and thus typically only a handful of instances are generated. Nevertheless, they open up the ability to calculate detailed properties of the genome that will be important for understanding its interactions with regulatory proteins and the transcription machinery.

The ability to create detailed models in real time reduces the limitations of previous methods. For example, the simulation of Hi-C data requires the evaluation of contact information from many individuals in a population, recapitulating the experimental process of low-probability crosslinking in a culture of many cells. Rapid generation also facilitates the evaluation of multiple hypotheses. For example, the nature of each chromosome interaction domain is currently not known: It could be composed of a single supercoiled plectoneme, several tandem plectonemes, or a complex branched structure. The ability to rapidly build different models exploring multiple hypotheses, and for each, to build multiple stochastic instances of the model, will allow ready comparison to explore the nature of consistent structures. There are also direct connections to medical science that are becoming possible. Several classes of antibiotics, such as quinolones, attack topoisomerases and supercoiling. Studying the cellular consequences of these drugs in multiple bacterial physiological states (rapid growth, starvation, etc.) will help to identify aspects of the process that are amenable for continued antibiotic development.
4. Pipeline for Parallel Genome Generation

In the following, we describe the design of our parallel pipeline for the interactive generation of bacterial-genome models. Each step is designed to incorporate known characteristics and constraints of bacterial genomes.

4.1. Backbone Construction

In the initial step of the pipeline, we construct a rough backbone of the desired polymer structure with a random walk algorithm. The structural rigidity of DNA polymers is typically quantified with the persistence length. It defines the length over which the correlations of the tangents are lost. We use the following well-known equation [KP49] to incorporate the persistence length into the modeling process:

\[
\langle \cos \theta \rangle = e^{-L/P}
\]

(2)

The formula describes that the expectation value of the cosine of the angle \( \theta \) between two tangents of the polymer chain falls off exponentially with distance \( L \), where \( P \) denotes the persistence length.

We use Equation 2 to approximate the orientations for the correlated random walk so that it reflects a given persistence length. First an angle \( \theta_{\text{max}} \) is computed that indicates the maximum angle difference between the previous and the new orientation. Then we choose a new orientation using a random angle difference between 0° and \( \theta_{\text{max}} \): essentially, the computation of a new orientation is sampled from a spherical cap. The angle \( \theta_{\text{max}} \) is defined as \( \cos^{-1}(2e^{-L/P} - 1) \).

With the new orientation and Equation 1, the location of the next bead is computed. If a bead lies outside of a barrier, the algorithm retreats and uses a new orientation. This process is repeated until a valid position is found. The random walk algorithm stops when the given number of steps is reached. In order to support closed, circular DNA structures, we introduce an additional bias to the random walk with a direction towards the first initial bead. The bias grows with the length of the generated structure so that is has small to no influence at the beginning of the process.

To save computation time, the backbone is computed with a low resolution, which introduces gaps in between beads. Filling of the gaps increases the number of beads 2\(^n\) times, where \( n \) is the number of midpoint displacement steps. In practice, we use a maximum of ten midpoint displacement steps, which makes the backbone resolution 1024 times smaller than the resolution of the final sequence. However, using ten midpoint displacement steps is not a theoretical limit of the approach. It corresponds to a performance optimization of the algorithm that uses the shared memory of the GPU, which is limited in size.

4.2. Detail Insertion

Our version of the midpoint displacement approximates a given persistence length by utilizing a greedy approach. In every midpoint displacement step, we insert new beads into the chain and constrain the displacement using the given persistence. We show that the persistence length is efficiently approximated in Section 6.

For every pair of beads \( p_1 \) and \( p_2 \) with tangents \( \vec{t}_1 \) and \( \vec{t}_2 \), we introduce a new bead \( p_m \) using an adapted version of the midpoint displacement algorithm, as illustrated in Figure 3a. The amount of displacement is affected by the tangents and the persistence length. We define the midpoint displacement similar to the random walk algorithm. We start from bead \( p_1 \) and walk in a direction \( \vec{s}_1 \) resulting in the displaced midpoint \( p_m \). In order to choose an appropriate direction \( \vec{s}_2 \), first, a general direction \( \vec{s}_g \) is calculated. The direction \( \vec{s}_g \) represents a smooth continuation of the bead chain and is determined with the tangents \( \vec{t}_1 \) and \( \vec{t}_2 \). Then, the general direction is slightly varied resulting in the random direction \( \vec{s}_r \).

For the calculation of \( \vec{s}_g \), we originate the direction at bead \( p_1 \) and adjust the tangents accordingly. This means, we reflect \( -\vec{t}_2 \) across the mid plane (indicated with dashed lines) resulting in \( \vec{t}_{m2} \), as shown in Figure 3b. The mid plane is defined by the center between \( p_1 \) and \( p_m \), and the normal \( \vec{n} = (\vec{p}_m - \vec{p}_1)/||\vec{p}_m - \vec{p}_1|| \). With this the general direction is defined as \( \vec{s}_g = (\vec{t}_1 + \vec{t}_{m2})/||\vec{t}_1 + \vec{t}_{m2}|| \) (see Figure 3c). Subsequently, we choose a random direction \( \vec{s}_r \) from the spherical cap surrounding \( \vec{s}_g \), as depicted in Figure 3d.

Finally, the new midpoint \( p_m \) is computed through the intersection of a ray, starting at \( p_1 \) with direction \( \vec{s}_r \), and the mid plane. In case the location of the new midpoint is outside of the compartment, we repeat the process with a new random direction \( s_r \).

Uniform Resampling

The parallel midpoint displacement greatly improves the computation time, however, it does generate beads with non-uniform distances in between. To be able to fit equally sized building blocks on the beads, the bead chain needs to be uniformly resampled. Resampling is a sequential process, where each sampling step depends on its predecessor. To improve the performance of this process, we approximate uniform resampling so that it is suitable for parallel processing.

We utilize the idea of the divide and conquer design paradigm and first subdivide the sequence of beads into subsequences \( P_j \). We de-
We model supercoils in three steps, as depicted in Figure 4. In the first step (a), a new sequence of beads (yellow) is generated that branches from the main backbone (blue) representing the supercoil axis (c) to generate the twist of the supercoil. The actual values for the twisting and shifting should be chosen corresponding to the characteristic of the desired genome structure.

4.4. Overlap Detection and Relaxation

Due to performance reasons, the generation of the backbone and the subsequent detail insertion do not take into account if space is already occupied. Performing space occupancy checks requires synchronization, and would thus introduce sequential constraints in the parallel process. Therefore, we efficiently resolve overlapping through a subsequent relaxation process. The relaxation is based on a force-based system. First, overlaps are detected through a fixed radius nearest neighbor search, as described by Hoetzlein [Ho14]. This approach is capable of simulating millions of beads in real-time and is often used in fluid simulations. Overlaps are resolved with a combination of a repulsion and a recover force, based on the work of Altendorf and Jeulin [AJ11]. The repulsion force drives overlapping beads away from each other, whereas the recover force models a springlike force and recovers structural constraints. The constraints comprise the correct uniform distances between beads and a maximum amount of kinking in the structure.

The application of forces can potentially move parts of the structure outside of its enclosing compartment. For this reason, we apply an additional force that moves parts that now lie outside back into the compartment. The forces are applied until all collisions are resolved or a stop criterion is reached. This criterion can be set by the user and specifies a certain number of acceptable remaining collisions.

4.5. Genome Visualization

Coarse-grained models of bacterial genomes are sufficient for exploring hypotheses about overall packing and topology. However, to explore sequence-specific properties, such as the interaction with proteins, more detailed atomic information is needed, which is provided by finer models. To visualize the atomic structure of the genome, a model is required that shows the individual DNA base pairs and their proper orientations.

Normal Computation

In order to coherently orient the building blocks along the bead
sequence, the orientation of the beads must be computed. This is typically done by computing the orthonormal frame for each bead.

In differential geometry there are many simple methods, which compute a moving frame. However, they often exhibit discontinuities or strong torsion causing visible artifacts. For this reason, we approximate a rotation minimizing frame. The computation of the rotation minimizing frame is sequential in nature since the computation of each frame is dependent on its predecessor. Similar to our parallel resampling approach, we apply the divide-and-conquer scheme and break the computation down into multiple subsequences (Figure 5). We define the subsequences as $Q_j = \{p_j, \ldots, p_{(j+1)_{\text{mod} s}}\}$, where each subsequence contains $s$ beads.

For each bead $x_i$, we compute a corresponding normal $n_i$. To start the process, we choose an initial random normal for each first bead of every subsequence and compute the remaining normals according to the rules of rotation minimizing frames. Since the normal computation is only continuous within a subsequences, the process leads to discontinuities in between subsequences. We quantify the discontinuity for a subsequence $Q_j$ with the error angle $\beta_j$. In detail, the angle $\beta_j$ is the angle between the last normal of subsequence $Q_{j-1}$ and the first of subsequence $Q_j$. It is defined as $\beta_j = \cos^{-1}(n_j \cdot n_{j-1})$. In order to restore continuity between subsequences, we first apply a prefix sum to accumulate the error angles. Then, we rotate the normals by the accumulated error angles around their corresponding tangents. This means, the continuity is restored by rotating all normals of a subsequence $Q_j$ by the accumulated error angle, which is defined as $\beta_j = \beta_{j-1} + \ldots + \beta_0$.

### Genome Assembling

Once the normals are computed, the final polymer strand can be constructed. In this step, the beads are exchanged with corresponding building blocks and the final image is rendered. In the visualizations of this work, we use the standard model of the B-DNA double helix, which consists of individual base pairs with an angular offset of $34.3^\circ$ and a spacing of $3.4$ Å between each base, as depicted in Figure 6.

### 5. Implementation

For the reproducibility of the approach, we provide implementation details of our approach below.

#### Backbone Construction

In order to uniformly draw samples from a spherical cap we use the following equation:

$$a = \cos(\theta_{\text{max}}), \ x = X(1 - a) + a, \ \psi = 2X\pi, \ r = \sqrt{1 - z^2}, \ \bar{\delta} = (r\cos(\psi), r\sin(\psi), z),$$

where $X \sim U([0, 1])$ is a random variable uniformly distributed between $[0, 1]$. This provides a random orientation $\bar{\delta}$ with the maximal angle difference $\theta_{\text{max}}$ to the pole.

#### Detail Insertion

The midpoint displacement algorithm naturally lends itself to parallel processing since each level of repetition is independent from each other. Figure 7 illustrates the parallel implementation of the midpoint displacement algorithm. On the left side, each block represents a thread in the execution. Idle threads are depicted in blue and active ones in red. The right side depicts the beads, where the newly generated ones are shown in red, corresponding to the active threads. Horizontal lines indicate synchronization points between the individual iterations of the parallel midpoint displacement. In the first level, only one thread is active since only one midpoint can be created simultaneously. The number of active threads and generated beads doubles after each execution.

#### Uniform Resampling

To efficiently implement the parallel resampling, the resampled beads are exchanged with corresponding building blocks and the final image is rendered. In the visualizations of this work, we use the standard model of the B-DNA double helix, which consists of individual base pairs with an angular offset of $34.3^\circ$ and a spacing of $3.4$ Å between each base, as depicted in Figure 6.

### Figure 6: Structural model of B-DNA overlayed with a bead representing a building block.

### Figure 7: Illustration of four iterations of our parallel midpoint displacement implementation. Every block (left) represents a thread and is depicted in red, if active, and blue, if inactive. The corresponding generated beads are also shown in red (right). The horizontal lines indicate the synchronization between consecutive iterations.
beads are written in one continuous buffer of GPU memory. For this, we need to know beforehand the memory positions to which each thread has to write to. Therefore, we first compute the number of beads that each thread of the resampling will produce. Subsequently, we apply a prefix sum to the resulting values using the parallel scan algorithm [SHGO11]. With this information, we can resample the bead sequence in parallel.

**Length Trimming**
In case the exact length of the nucleic acid is known, we use a heuristic that slightly overestimates the resulting number of beads and trim surplus subsequently. To minimize the effect on the structure, we distribute the selection of the surplus beads uniformly along the structure. Figure 8 demonstrates one instance of the trimming process. Figure 8a shows a piece of a DNA structure, where one bead is trimmed. The illustrations show that the DNA structure would be stretched at the place where the bead is missing. In Figure 8b the hole in the structure is repaired due to the relaxation step and proper uniform distances are restored. In order to build a heuristic for various input parameters, we modeled a nonlinear regression using a set of sample results with a persistence length between 100 Å and 5000 Å, and 20 to 5000 random walk steps, whereas the remaining parameters were fixed. The nonlinear regression yields a goodness-of-fit of $R^2 = .998$ indicating a low discrepancy between observed and expected length.

**Supercoiling**
The supercoiling is parameterized with two values, the distance of the duplicated beads and the twisting factor that represents the level of supercoiling. These values are specified by the user and reflect results from experimental studies. In Figure 9, a visual comparison of DNA with different levels of supercoiling is shown.

**Overlap Detection and Relaxation**
The overlap detection and relaxation is processed on the basis of the beads. Each bead is modelled as a bounding sphere with the radius corresponding to its enclosing building block. The bead slightly overestimates the size of the DNA, as shown in Figure 6. However, the overestimation is a desired approximation from a perceptual point of view, since the elements are easier to distinguish if they are not in direct contact. Figure 10a and Figure 10c illustrate an instance of overlapping, shown with atomistic detail and shown with the corresponding beads, respectively. After the relaxation, shown in Figure 10b and Figure 10d, the overlapping is resolved and the two DNA strands have a distinct but small distance between them.

**Normal Computation**
Implementing the parallel computation of the normals consists of the following steps. In the first step, the tangents are computed for every bead. Then, the rotation minimizing frames are approximated. In our implementation, we utilize the concept proposed by Wang et al. [WJZL08]. In order to restore the continuity between neighboring subsequences, we first calculate the error angles and then accumulate them. To process the accumulation in parallel, we compute the prefix sum of the error angles using the parallel scan algorithm [SHGO11]. With the result of the prefix sum, we can also restore the continuity of the normals in parallel.

**Genome Assembling**
In order to assemble the DNA structure, we follow the approach of Le Muzic et al. [MAPV15], where the final assembling in atomistic detail is part of the rendering step. First, the bead sequence is subdivided into smaller beads, until each bead corresponds to a single DNA base pair. Afterwards, the normals for the newly introduced beads are interpolated on basis of the existing normals. In the same
Figure 11: Structural visualization of bacterial genomes. Left: Genome of Sorangium cellulosum, consisting of more than 13 million base pairs. Top right: Genome of Escherichia coli consisting of more than 4.6 million base pairs. Bottom right: Genome of a Mycoplasma genitalium consisting of more than 580,000 base pairs.

6. Results and Evaluation

To evaluate the effectiveness of the method, we have created detailed data-driven models of the genomes of three bacteria. The performance was measured using a computer with an Intel Core i7-6700K CPU 4.00 GHz and a NVIDIA GeForce GTX 1080 graphics card with 8 GB memory. Since the final assembling of the genome model is part of the rendering process that was already presented in previous work [MAPV15], we do not include this step in the performance measurements.

Mycoplasma genitalium

The genome of Mycoplasma genitalium, with \(580,000\) base pairs (bp), is among the smallest of bacterial genomes. Figure 11 (bottom right) shows the rendering of the genome model, generated in 218 ms. Previous work [KAK*18] required about 100 seconds to generate the genome without including any complex supercoiling structures. Recent work [GAO18] that includes supercoils generate an equivalent model in about 9.7 minutes, thus we outperform the result with the same scientifically-accurate complexity 2600-fold. Figure 12 reveals a closer view of the structure of the genome enclosed in a spherical lipid membrane. The left side (a) shows the atomistic rendering where the right side (b) displays the model with beads. Individual genes are displayed with different colors.

Escherichia coli

Escherichia coli is one of the best characterized organisms, with
Table 1: Performance measurements of the generation of several bacterial genomes, separated into the different steps of the generation process.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>Detail</th>
<th>Supercoiling</th>
<th>Resampling</th>
<th>Trimming</th>
<th>Relaxation</th>
<th>Normals</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mycoplasma genitalium</td>
<td>1 ms</td>
<td>11 ms</td>
<td>5 ms</td>
<td>35 ms</td>
<td>6 ms</td>
<td>150 ms</td>
<td>10 ms</td>
<td>218 ms</td>
</tr>
<tr>
<td>Escherichia coli</td>
<td>6 ms</td>
<td>39 ms</td>
<td>15 ms</td>
<td>136 ms</td>
<td>36 ms</td>
<td>112 ms</td>
<td>28 ms</td>
<td>372 ms</td>
</tr>
<tr>
<td>Sorangium cellulosum</td>
<td>19 ms</td>
<td>86 ms</td>
<td>26 ms</td>
<td>282 ms</td>
<td>88 ms</td>
<td>360 ms</td>
<td>81 ms</td>
<td>942 ms</td>
</tr>
</tbody>
</table>

Sorangium cellulosum currently holds the record for the largest known bacterial genome at about 13 million bp [SPK*07], shown in Figure 11 (left). The genome is split into 482 units similar to Escherichia coli. Each unit consists of a 10,000 bp plectoneme and a 16,000 bp unsupercoiled connecting segment. It is enclosed by a rod-shaped membrane, with a diameter of 1.2 micron and 3.6 microns in length. The model was generated in 942 ms.

A more detailed investigation of the runtime, shown in Table 1, displays the individual timings for each generation step. It is interesting to note that the relaxation step for the genome model of the Mycoplasma genitalium requires more time than the one for the larger Escherichia coli. This is due to the fact that the Mycoplasma genitalium model is more crowded, thus making the relaxation more complex. The bottleneck of the performance resides in the relaxation and resampling steps. In order to resolve overlapping beads, the relaxation requires several iterations. For instance, resolving the overlaps for Mycoplasma genitalium models takes around 70 iterations, for Escherichia coli models around 32 iterations, and for Sorangium cellulosum models around 21 iterations. However, it is likely that a thorough parameter fine tuning of the force-based system potentially leads to even faster resolving timings. Our implementation also offers the possibility to run the relaxation progressively during the visualization to mitigate its performance impact. The other bottleneck is the resampling. We have reduced the sequential constraints of the resampling through a divide-and-conquer scheme, where we divide the sequence of beads into subsequences. However, the computation of each subsequence is still processed sequentially, making this the slowest step of the pipeline.

A direct comparison of our parallel generation approach with the previous lattice-based method [GAO18] is shown in Figure 13. The comparison is based on a genome model of Mycoplasma pneumoniae. Ten instances of a single circular genome with 44 repeating units of a 17,000 bp plectoneme and a 1000 bp connecting region were modeled, within a spherical space with diameter 380 nm. Distance maps were computed based on the average distance between 10 kbp segments. For both, our parallel approach and the lattice-based method, these maps show the characteristic diamond-shaped features along the diagonal that are observed in Hi-C experiments [TYM*17]. They are a consequence of the proximity of chains within superhelical plectonemes. The weak signal in the off-diagonal area shows that our parallel approach produces models, where the DNA is distributed randomly through space, rather than in local regions.

In order to evaluate the stiffness of our fiber generation approach we compare it to the idealistic model given by Equation 2. We have generated and measured several genome structures of different persistence lengths. Figure 14 shows the corresponding curves for the expected correlation (orange) and the measured correlation (blue).

The constantly changing domain knowledge that influences the generation process of bacterial genomes renders it difficult to compare our parallel approach more explicitly to existing sequential approaches. For this reason, we conducted a simplified comparison of the sequential generation of polymers with our parallel approach, as shown in Figure 15. In the comparison, we generated simple linear polymer structures without supercoils, which were only constrained by the persistence length and the shape of an enclosing compartment. Our parallel approach shows a significant performance improvement starting with 100,000 beads rendering it useful for many applications of instant polymer modeling.
7. Conclusion and Future Work

We have presented a new method for interactively constructing models of entire bacterial genomes, and validated its application on three bacteria that span the range of natural genome complexity. Looking to the future, there are many enhancements that will need to be approached. Modeling of transcription complexes (RNA polymerase, RNA, co-transcriptional ribosomes) will allow to study in detail the consequences of the genome structure on gene expression. As we move to more complex bacteria and to eukaryotes, methods for including DNA-binding proteins will be essential, since they play a central role in compacting, organizing, and regulating the genetic information. Detailed atomic structures and physicochemical properties are known for most of these additional molecules, so we are optimistic about future enhancement of the method.
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