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Kurzfassung

Fortschritte im Bereich der neurobiologischen Bildgebung ermoglichten Gehirnforschungs-
initiativen die Erstellung gewaltiger Datenmengen, die dazu verwendet werden koénnen,
mentale Prozesse und biologische Vorgénge besser zu verstehen. Zu diesen Prozessen zah-
len auch neurologische Erkrankungen wie z.B. Alzheimer, Autismus und Angststérungen.
Die Erforschung der Zusammenhénge von Genen, Gehirnschaltkreisen und Verhalten
stellt hierbei ein Schliisselelement dar. Dafiir ist eine gemeinsame Analyse von heteroge-
nen rdumlichen Gehirndaten notwendig, zu denen 3D-Bildgebungsdaten, anatomische
Daten und Gehirnnetzwerke verschiedener Grofien, Auflésungen sowie Modalitédten zéh-
len. Da aktuelle Bildgebungsplattformen hohe Durchsatzraten erzielen, werden Daten
generiert, deren Grofle und Komplexitdt den bisherigen Stand der Technik um meh-
rere Groflenordnungen iibertreffen. Gegenwértige analytische Arbeitsabldufe umfassen
eine zeitaufwindige manuelle Datenaggregierung und umfangreiche computerbasierte
Analysen in skriptbasierten Toolboxen. Visuell-analytische Methoden zur Erforschung
grofer Gehirndaten kénnen Neurowissenschaftler dabei unterstiitzen, sich mehr auf das
Verstandnis der Daten konzentrieren zu kénnen.

Diese Dissertation beinhaltet mehrere Beitréige, die sich mit diesem Problem befassen.
Der erste Beitrag beschéftigt sich mit einer computerbasierten Methode, mit der ge-
netische Informationen mit raumlichen Genexpressionsdaten und Konnektivitdtsdaten
verbunden werden sollen, um so funktionelle, neuroanatomische Karten zu erstellen. Die
entstehenden Karten zeigen Gehirnregionen, die mit spezifischen Gehirnfunktionen oder
Verhaltensweisen in Verbindung gebracht werden konnen. Mit diesem Ansatz konnte eine
bisher unbekannte funktionelle Neuroanatomie von Verhaltensweisen, die mehrere Gene
betreffen, prognostiziert werden. Dabei wurde festgestellt, dass sich funktionell zusam-
mengehdrige Gene nicht zufillig, sondern in spezifischen Gehirnnetzwerken anh&ufen. Der
zweite Beitrag befasst sich mit einer Datenstruktur, die eine interaktive Erforschung von
umfangreichen Gehirnnetzwerken mit Milliarden von Verbindungen erméglicht. Dabei
wird die hierarchische und rédumliche Organisation der Daten genutzt, um eingehen-
de/ausgehende Verbindungen von beliebigen Regionen verschiedener Grofienordnungen
auf Abruf zu ermoglichen, was ansonsten die Grenzen von handelsiiblichen Computern
iiberschreiten wiirde. Diese Datenstruktur wird im dritten Beitrag dazu verwendet, ein
neuartiges, webbasiertes Framework zur Erforschung von neurobiologischen Bildgebungs-
und Konnektivitdtsdaten unterschiedlicher Typen, Modalitdten und Gréflenordnungen
zu entwickeln. Hierbei wird ein abfragebasiertes Interaktionsschema verwendet, um drei-
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dimensionale, rdumliche Genexpression und verschiedene Arten von Konnektivitit zu
untersuchen. Dies ermoglicht die interaktive Sezierung von Gehirnnetzwerken in Bezug auf
deren genetische Zusammensetzung in Echtzeit. Um Neurowissenschaftlern den Vergleich
von multimodalen Netzwerken in unterschiedlichen Mafistdben zu ermdoglichen, werden
die Daten im Zusammenhang mit der hierarchischen Organisation von gebrduchlichen
anatomischen Atlanten dargestellt. Des Weiteren wird das Framework fiir kollaboratives
Arbeiten mithilfe von teilbaren und nachvollziehbaren Arbeitsablaufen im Web optimiert.

Die im Rahmen dieser Dissertation prasentierten Ansétze konnen Neurowissenschaftler
dabei unterstiitzen, die funktionelle Organisation des Gehirns iiber einfache anatomische
Domaénen hinaus zu verfeinern, und das Wissen dariiber, wie Gene unseren Verstand
beeinflussen, zu erweitern.



Abstract

Advances in neuro-imaging have allowed big brain initiatives and consortia to create vast
resources of brain data that can be mined for insights into mental processes and biological
principles. Research in this area does not only relate to mind and consciousness, but
also to the understanding of many neurological disorders, such as Alzheimer’s disease,
autism, and anxiety. Exploring the relationships between genes, brain circuitry, and
behavior is therefore a key element in research that requires the joint analysis of a
heterogeneous set of spatial brain data, including 3D imaging data, anatomical data, and
brain networks at varying scales, resolutions, and modalities. Due to high-throughput
imaging platforms, this data’s size and complexity goes beyond the state-of-the-art by
several orders of magnitude. Current analytical workflows involve time-consuming manual
data aggregation and extensive computational analysis in script-based toolboxes. Visual
analytics methods for exploring big brain data can support neuroscientists in this process,
so they can focus on understanding the data rather than handling it.

In this thesis, several contributions that target this problem are presented. The first
contribution is a computational method that fuses genetic information with spatial gene
expression data and connectivity data to predict functional neuroanatomical maps. These
maps indicate, which brain areas might be related to a specific function or behavior. The
approach has been applied to predict yet unknown functional neuroanatomy underlying
multigeneic behavioral traits identified in genetic association studies and has demonstrated
that rather than being randomly distributed throughout the brain, functionally-related
gene sets accumulate in specific networks. The second contribution is the creation of a
data structure that enables the interactive exploration of big brain network data with
billions of edges. By utilizing the resulting hierarchical and spatial organization of
the data, this approach allows neuroscientists on-demand queries of incoming/outgoing
connections of arbitrary regions of interest on different anatomical scales. These queries
would otherwise exceed the limits of current consumer level PCs. The data structure is
used in the third contribution, a novel web-based framework to explore neurobiological
imaging and connectivity data of different types, modalities, and scale. It employs a
query-based interaction scheme to retrieve 3D spatial gene expressions and various types
of connectivity to enable an interactive dissection of networks in real-time with respect to
their genetic composition. The data is related to a hierarchical organization of common
anatomical atlases that enables neuroscientists to compare multimodal networks on
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different scales in their anatomical context. Furthermore, the framework is designed to
facilitate collaborative work with shareable comprehensive workflows on the web.

As a result, the approaches presented in this thesis may assist neuroscientists to refine
their understanding of the functional organization of the brain beyond simple anatomical
domains and expand their knowledge about how our genes affect our mind.
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CHAPTER

Introduction

Behavioral neuroscience is the study of mental processes and their biological principles.
Scientific advances in this area do not only contribute to the knowledge about the mind
and consciousness [Koc04], but also to the understanding of many medical disorders, such
as Alzheimer’s disease, schizophrenia, autism, anxiety, etc. [Kinl4]. To find neuronal
representations of behavioral patterns, a highly heterogeneous set of neurobiological
spatial data, including imaging data (3D imaging data on voxel/brain region-level) and
networks (structural, functional, and genetic relations between brain voxels/regions) has
to be investigated and put into the context of their mental effects. Recent advances
in neuroimaging allowed big brain initiatives and consortia to create vast resources
[all19, humT9, VESB™ 13, mPIDIT16] of this data that covers genes, function, anatomy,
and behavior.

The entry point of many neuroscientific experimental workflows are so-called candidate
regions (i.e., brain regions that are part of a specific neuronal circuit that is responsible
for a brain function or behavior). Relating these candidate regions to genes can then be
used to study the circuit dynamics targeted by psychoactive drugs [GPB™18al. Thus, the
knowledge of where genes affect the brain is a first step to relating them with a function.
These affected brain regions are rather broadly defined, but are well known, for example,
as primary gene expression sites [LHAT07], that are sites where the gene creates products
such as proteins (Figure 1.1A) or brain regions that are connected to these sites [OHN™14]
(Figure |1.1B and C). Hence, the effect of a gene on behavior/function is not only limited
by its expressing brain regions, but might also influence brain regions that interact with
it in a neuronal circuit or brain network, such as in a ligand-receptor binding [YW04].
These interactions can be of various types. Comparing them can reveal the dynamics of
neural circuits. For example, the task-fMRI connectivity (fMRI signal correlation over
time during a task) indicates the functional relationship between two brain regions, while
the genetic connectivity (correlation of gene expression) could reveal that the activity
between these regions underlies completely different molecular mechanisms. Directional
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structural connectivity can even show the flow of information for (unidirectional) fMRI
connectivity [GSBT15]. Hence, the central research question of this thesis is: How to
explore spatial gene expression and multimodal brain connectivity data in a joint manner
- i.e., how certain brain areas are structurally, functionally, or genetically related?

1.1 Thesis Challenges and Goals

In recent years, spatial neurobiological data has been generated in an unprecedented scale
and resolution. This includes vast spatial gene expression resources (the representation
of tens of thousands genes in brain space) [LHAT07] and microscale connectivity data
(brain-network graphs with billions of edges [OHN™14) hum19, VESB™13, mPIDI"16]),
whose utilization enables genetic dissection of brain networks on a genome-wide scale.
Making these resources accessible for visual, quantitative, and qualitative exploration
creates several challenges and research questions:

e Missing analytical methods for multigenic brain functions/behavior: How
do functionally associated genes relate to brain networks? Brain function and behav-
ior are both inherently multigenic. Consequently, identifying the neural networks
through which these gene sets interact to express a given function or behavior is
not trivial. Discovery tools that give computational predictions would provide an
ideal entry point into this problem.

e Size of the data: How can large collections of spatial brain data be explored?
Mining resources with tens of thousands of 3D images and voxel-level networks
with billions of edges requires data handling techniques to make data with hundreds
of gigabytes accessible without extensive computational power. While there are
spatial indexing methods [BSGT09] that can be applied to 3D imaging data, there
is a lack of such indices for voxel-level network data. Furthermore, visualization
of these large networks is non-trivial in its complexity, therefore their exploration
needs specialized visual analytics workflows.

e Data on different scales and modalities: How can spatial data of different
resolutions and modalities be related to each other? Spatial data from different
sources and of different modalities can vary in resolution, scale, and type [BS17].
Fusing, comparing, and exploring this data requires mapping to a common brain
space, which depends on the task. For a global overview, interacting with the data
on a brain region-level is sufficient, while small subnetworks for circuit dissection
require a voxel-level resolution.

Motivated by these methodological gaps, we sought to investigate quantitative approaches
to explore yet unknown functional neuroanatomy from genetic meta data that is underlying
multigenic behavioral traits. This requires fusion of spatial connectivity data at varying
scales, such as whole-brain correlated gene expression and structural and functional
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connectivity with imaging and anatomical data. Most current analytical workflows
in neuroscience involve only time-consuming manual data aggregation. Hence, visual
analytics tools represent a promising approach to mine this data for insights into the
functional organization of the brain [LGF™12|. Therefore, we envision new visual analytics
methods for joint exploration and fusion of genetic data with multimodal brain network
data on different anatomical levels. Bridging theses local-global scales, utilizing the
hierarchical (e.g., from hierarchical brain parcellations) and spatial organization of the
data is required, so it can be mapped to a common anatomical reference. On-demand
queries on vast spatial data collections of gene expression and brain connectivity would
then allow for interactive dissection of brain networks based on their spatial context.
With ever-increasing resolution, this data exceeds the state-of-the art possibilities by
several orders of magnitude in size and complexity. Incorporating techniques for handling
big connectivity data is therefore a necessity. Taken together, these challenges lead to
several overarching goals of this thesis:

e G1) Workflows for joint exploration of connectivity with genetic data:
The combination of brain networks with gene expression data can lead to novel
insights about functional neuroanatomy and behavior. Therefore, a central goal of
this thesis is to develop analytical workflows to explore how genes relate to brain
networks, and how these genes/networks relate to function/behavior.

e G2) Handling large, multi-scale spatial connectivity and imaging data:
Accessing and querying large data sets in real-time is a key element for exploring
them interactively. Data from different sources often have different resolutions and
are seldom related to the same anatomical reference space. Mapping the data to
a common reference space and utilizing fast data-accessing techniques therefore
represent another central goal.

e G3) Visualization and interaction techniques for heterogeneous big brain
data: Current neuroscientific workflows require time consuming manual aggrega-
tion of the data. Specialized visualization and interaction schemes for imaging,
anatomical, and connectivity data can lead to more efficient workflows. These would
enable neuroscientists to focus on understanding the data rather than managing it.
Hence, they are of high relevance to this thesis.

1.2 Scope and Contributions

The underlying idea of this thesis is to combine neurological spatial data of different types
- specifically 3D imaging data with brain networks to explore where genes have an effect
on brain regions/networks and subsequently how they influence brain function/behavior.
A first step in this quest was to research how genetic data has been previously analyzed in
respect to brain networks, and how these results can be fused to map function/behavior
(over genes) in the brain (G1). In Paper A, published in 2018 in NeuroImage |GKP™18§],
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Figure 1.1: Effects of a gene in the mouse brain. Spatial gene expression of the gene
PKC-Delta is shown in blue: (A) Primary expression sites: Effect on a brain region of
interest where the gene is expressed (red circle). (B) Second-order effects: Projections
from/to the brain region of interest (red circles). (C) Higher-order effects: Projections
from/to the second-order effects (red circles).

a statistical method was proposed that is able to predict functional neuroanatomical
maps (i.e., which brain areas are associated with a function) by introducing a genetically
weighted connectivity analysis (GWCA). GWCA weights incoming/outgoing structural
connections of areas where multiple genes have an effect, and computes the quantitative
impact on the global structural connectivity with network measures. This procedure allows
for high-throughput exploration of functional neuroanatomy or identifying behavioral or
psychiatric traits associated with brain circuitry on a microscale-level in silico (G1). For
an example, see Figure 1.2, These maps can then serve as entry points for neuronal circuit
dissection in neuroscientific experimental workflows. We evaluated these maps based
on known functional associations of genes in the mouse and human brain. A detailed
discussion of the contribution can be found in Section|3.1. GWCA is script-based, tailored
to structural brain connectivity, and involves extensive graph theoretical analysis. Hence,
we sought to develop an interactive, more general framework that enables neuroscientists
to fully utilize vast neurobiological resources - not limited by modality, size, and scale of
spatial data. Since these resources involve thousands of 3D images and networks with
billions of edges, interactive tools require specialized data-handling techniques to make
continuous workflows possible (G2).

While methods for querying large collections of 3D imaging data exists, [BSGT09|, there
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Figure 1.2: Predicted functional neuroanatomical map of social bonding behavior in the
mouse brain. Red color indicates where the areas are and the transparency shows how
strong these areas are associated.

is a lack of tools for quickly querying large spatial network graphs to make interactive
applications possible (G2). Therefore, we created a data structure for real-time querying
of big brain networks (Paper B)), published in NeuroInformatics in 2019 [GKHB19]. The
principle behind this data structure is the so called Aggregation Query, i.e., the aggregated
connectivity from, to, or between volumes of interest (parts of the brain consisting of
several voxels such as a brain region or a user-selected area). Hence, the data structure
can provide connectivity on different levels, from single voxels to brain region-level (see
Figure 1.3). This enables a comparison of brain networks independent of their scale
and resolution. We demonstrated that even graphs reflecting tens of gigabytes of data
results can be produced in an instant on consumer-level machines. This is achieved by
harnessing spatial organization of the data, hierarchical brain parcellations, a tailored
compression technique and caching. As a consequence, the data structure outperforms
state-of-the-art graph engines by an order of magnitude. Furthermore, we showed in a
prototypical web-component (G3) that Aggregation Queries can be used for inter-species
comparisons of multimodal brain networks linked to autism - highlighting a potential use
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in studying psychiatric conditions.

Figure 1.3: Aggregation Query: The aggregated outgoing connectivity of a brain region
(red circle) can be computed by accumulating the outgoing connectivity of every voxel
within the brain region in a connectivity matrix. The result is the sum of all outgoing
connections from the brain region to the rest of the brain (green cloud).

With this data structure it was possible to create an interactive web-based, visual analytics
framework called BrainTrawler. The first concept of this application has been presented
at the 18th Furographics Workshop on Visual Computing for Biology and Medicine in
2018 (Paper C) |GSE™18] and has been extended to a complete version of BrainTrawler
for Computers and Graphics in 2019 (Paper D) [GSFT19]. In these papers, we presented
a tool that allows neuroscientists the exploration of big brain matrices on both a global
and local level in real-time (Paper C and D)) and also includes a genome-level spatial
gene expression database (Paper D)) that can be used to dissect networks genetically
(G1), i.e., identifying which genes are active in different parts of a network. Connectivity
data at different resolutions, such as mesoscale structural connectivity and region-wise
functional connectivity, can be queried on different levels of a common hierarchical
reference space. For an example, see Figure 1.4, This procedure allows neuroscientists to
compare multimodal networks on different scales (G3). Additionally, 3D visualizations
have been optimized to accommodate domain experts’ needs for publishable network
figures.

Together the four papers represent a diversity of steps and measures to allow neurosci-
entists the interactive visual analysis of heterogeneous spatial brain data. Figure 1.5
provides an overview on how the papers relate to the data and how they contributed to
the effort of creating interactive visualizations. Paper |Al was the first step in analyzing
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Figure 1.4: Exemplary sub-network in the mouse brain on different levels of anatomical
abstraction: The green point cloud represents the outgoing structural connectivity of the
yellow area. The 3D node-link diagram represents this connectivity at a brain region-level.
Connectivity is outgoing from the left motor cortex (L_ MO). Spheres identify the center
of brain regions, while the size encodes the region size. The intensity of the arrows
indicates the connection strength (i.e., how many voxels in this region have a connection

from L_MO).

large scale connectivity matrices with spatial gene expression data. Here, the focus was
on a method for quantitative analysis of the data and their visualization. It did not
facilitate specialized data handling methods that would allow for interactive exploration
of large scale data. For this purpose, we conceived the data structure in Paper B| which
provided a basis for more advanced visualizations. It directly led to Paper |C and its
extended version Paper D. The expertise we generated with domain experts during the
development of Paper A was utilized to create interactive and more versatile quantitative
data analysis workflows based on the principles of visual analytics. Thus, all papers
build consecutively on each other, whereby data handling techniques enable increasingly
interactive visualizations.
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Figure 1.5: The papers of this thesis categorized by their level of interaction with the
underlying data and the interactivity of the visualization. The figures indicate the papers’
key contributions.

1.3 Contributions of Co-Authors

The papers of this thesis are a result of the author’s research at the VRVis Research
Center (VRVIS) in cooperation with the Institute of Molecular Pathology Vienna (IMP).
The advisor, Eduard Groller (Technical University of Vienna), was not involved as a
co-author in these papers, but provided guidance and feedback.

Paper A (NeuroImage |GKP™T18|) was jointly supervised by Wulf Haubensak, group leader
of the Haubensak Group at the IMP and Katja Biihler, head of the Biomedical Image
Informatics Group at VRVis, which were also involved in conceiving the method. The
statistical and technical implementation, data preprocessing, data analysis, quantitative
validation, writing the manuscript, and the the main effort in conceiving the method was
done by the author of this thesis. The paper was co-authored by Joanna Kaczanowska
(IMP, HaubensakGroup) who performed the qualitative, neurobiological validation and
took also part in conceiving the method. Wulf Haubensak, Katja Biihler and Joanna
Kaczanowska took also part in a joint effort to rewrite and polish the text for the
target audience of NeuroImage. Josef M. Penninger (Institute of Molecular Biotechnology
of the Austrian Academy of Sciences) and Andreas Hess (Institute of Experimental
and Clinical Pharmacology and Toxicology, Friedrich-Alexander University Erlangen-
Nuremberg) provided the fMRI data and behavior-associated gene sets.



1.4. Thesis Structure

Paper B (NeuroIlnformatics 2019 [GKHBI9]) was supervised by Katja Biihler, who
supported writing the manuscript and provided mathematical expertise. The author of
this thesis conceived the method, implemented the data structure, performed quantitative
and qualitative evaluation, wrote the manuscript, and created the major parts of the web-
component. Wulf Haubensak and Joanna Kaczanowska provided neurobiological expertise
and helped designing the case studies for evaluation. Florian Schulze, Nicolas Swoboda,
Markus Topfer, and Emre Tosun (all current or former members of the Biomedical Image
Informatics Group at VRVis) were involved in creating parts of the web-component that
has been used for the case studies.

For the Papers |C and D, the web-component of Paper B| was upgraded, adapted, reused,
and refined to be presented at the 18th Furographics Workshop on Visual Computing for
Biology and Medicine |GSFT18| and its extended version, BrainTrawler, was published in
Computers and Graphics [GSET19]. The papers were again supervised by Katja Biihler,
who provided valuable advice and supported the writing of the manuscript. The author
of this thesis designed and implemented the framework, created the data structures,
conducted the case studies, performed the evaluation, and wrote the manuscript. Neuro-
biological expertise and help with the case studies was given by Wulf Haubensak and
Joanna Kaczanowska. Nicolas Swoboda created the silhouette visualization of 3D brains.
Lisa Frauenstein, a former master student at VRVis assisted with literature research for
the related work section.

1.4 Thesis Structure

The first part of this thesis (Chapters |1 - 4) describes the individual contributions of
the papers and how they relate to each other in a bigger picture. Chapter 2 presents an
overview on spatial brain data and describes in detail the types of data that have been
used in this thesis. Furthermore, it outlines the state-of-the-art visual analytics tools
used with this kind of data. Chapter 3| highlights the papers’ individual contributions.
Chapter 4] discusses conclusions, the impact of this thesis on the field and collaborators,
and an outlook of future work. The second part of this thesis consists of the published
papers itself i.e., Paper [A] Bl |C and D.






CHAPTER

Background and Related Work

A central aim, from basic neuroscience to psychiatry, is to resolve how genes control
brain circuitry and behavior [SKI™17|. This is experimentally hard, since most brain
functions and behaviors are controlled by multiple genes [HKC™ 10, [MNO§]. Figure [2.1
outlines how genes-brain-behavior relationships can be determined. Genetic alteration(s)
in an animal model (e.g., mouse) can be used to study the behavior/function of genes,
while fMRI (functional magnetic resonance imaging), electrophysiology (measurement
of electrical activity of neurons), or optophysiology (visualizing cellular activity with
fluorescence microscopy) can subsequently determine which brain regions/networks are
involved (Figure 2.1, black arrows). This requires breeding of genetically modified animals
that perform cognitive tasks while their neuronal activity is recorded [HLM™15|. In this
low throughput, it is difficult to delineate the neural circuitry through which these sets
of genes express their behavioral effects. To capture brain regions/networks that rely on
multigenic behavior/function (i.e., dependent on multiple genes), the increasing amount
of publicly available brain and genetic data offers a rich source that can be mined to
address this task computationally. This requires a joint exploration of behavior-associated
genes from literature, genetic databases or GWAS (genome-wide association studies),
and spatial brain data (3D images of gene expressions, spatial networks, and hierarchical
brain parcellations) targeted by statistical and visual analytics methods (Figure 2.1} red
arrows).

In recent years, the role of visual analytics in neuroscience has become increasingly
important with the emergence of high-throughput imaging techniques. These techniques
have created a wealth of resources for which data mining requires manual data aggregation
via scripting, and consequently the expertise of a bioinformatician. Visual analytics tools
bridge these gap by enabling neuroscientists to interactively browse vast data collections,
visualize complex relationships, and link different types of data. A seamless exploration
without intermediate data analysis by statisticians/computer-scientists/mathematicians
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creates continuous workflows that can support the process of analytic reasoning in a
neuroscientific environment.

This chapter discusses the context of visual analytics methods for exploring spatial data
in circuit neuroscience. An overview of spatial brain data in the context of genes-brain-
behavior relationships is presented in Section [2.1. Section [2.2] provides a state-of-the-art
report about current visual analytics tools that handle and fuse these data. It especially
focuses on the interactive exploration of brain networks, since network analysis is crucial
for understanding the interactions of neurobiological systems [BS17].

Figure 2.1: Determination of relationships between brain regions/networks, behav-
ior /functions and genes. Black arrows: Alterations in the genome of model organisms
(e.g., mouse) can be studied to identify the function of specific genes and their influence
on the organism’s behavior. Via fMRI, electrophysiology, or optophysiology, these ef-
fects can be linked to brain regions or networks. Red arrows: From literature, genetic
databases, or genome-wide association studies, collections of genes can be associated
to behavior/function. By mapping these genes to the brain via spatial brain data of
big brain initiatives, the effect of behavior/function/genes on the brain can be studied
computationally.
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2.1 Spatial Brain Data to Explore the Relationship
between Genes, Brain, and Behavior

This section summarizes spatial data that is used to explore the genes-brain-behavior
relationship in neuroscience. For this purpose, basically three types of spatial data are
relevant: Imaging data that relates function/behavior/genes to spatial location in the
brain, connectivity data to provide relational information between these locations, and
anatomical data for spatial context (e.g., anatomical annotations and brain parcellations).
Note, that although genetic meta data such as behavioral/functional annotations of genes
play a major role, they are not inherently spatial. Therefore, they are not included in
this enumeration.

2.1.1 Imaging Data

In circuit neuroscience, spatial imaging data is used to relate a structural, functional,
or genetic property to spatial locations. This allows researchers to draw conclusions
about which brain regions contribute to a behavior, which function a certain brain
region has, and which molecular mechanisms might be involved (from genetic data). One
can distinguish these spatial locations on two different anatomical levels: on a brain
region-level, where the data is associated to anatomical (e.g., thalamus, cerebellum) or
non-anatomical (e.g., electrode positions) brain regions, and on a voxel-level, where voxels
refer to grid points in a regular 3D space on a sub-brain region-level (Figure 2.2B).

Region-level imaging data represents measurements that are only available for brain
regions (i.e., one data point for each region). The data is generated via imaging techniques
for which voxel-level resolution is inherently impossible (e.g., data from probes on the
scalp) or not feasible (e.g., data is from biopsy-sites). For example, functional near-
infrared spectroscopy (fNIRS) data measures the hemodynamic response via optical
sensors placed on the scalp [FGSZ85]. The hemodynamic response shows where the
blood flow in the brain is localized and therefore indicates neural activity. Another
probe-based imaging technique represents electrophysiology, which is used to measure
voltage changes resulting from electrical currents within neurons. Non-invasive, on
a brain-wide scale, electroencephalography (EEG) offers high temporal resolution, so
it can be used to measure event/task related activity [SdS12]. The electrodes can
also be implanted into the brain to offer subcortical recordings, which is then called
electrocorticography (ECoG). On a cellular/neuron scale, electrophysiology can be used
to measure intracellular/extracellular action potentials in neurons (e.g., via microscopic
clamps). These “nerve impulses“ can be recorded with a temporal resolution in the
range of milliseconds and can therefore be used to study neuronal circuit dynamics (how
brain regions communicate) or neurotransmission [SH09]. A different way to generate
region-level imaging data are biopsies. Since this involves taking living cells from the
brain, biopsies are usually done for tumor sectioning or post-mortem. For example,
for the Allen Human Brain Atlas, Hawrylycz et al. [HLGBT12| took samples from 900
neuroanatomical subdivisions of the brain (i.e., brain regions) from several donors and
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performed a microarray analysis to measure the gene expression levels on a genome-wide
scale. With this data it is possible to identify where genes are expressed in the brain,
and, therefore, to draw conclusions regarding their function.

Voxel-level imaging data is volumetric data generated with 3D data acquisition tech-
niques. The data is divided by a 3D grid into voxels that represent measurements at their
respective positions (i.e., one data point for each grid position/voxel). In recent years, a
variety of different 3D neuroimaging techniques have been developed, of which several
are relevant for neurocircuit research. Functional magnetic resonance imaging (fMRI)
represents one of the most prominent tools in neuroscience [Pol0§] as it is non-invasive.
Similar to fNIRS, it measures the hemodynamic response in the brain, but with higher
spatial resolution where voxels are in the range of millimeters. Magnetocephalography
(MEG) is often used complementary to fMRI, because it has a higher temporal resolution
(~ 1 millisecond compared to ~ 1 second) but a lower spatial contrast. Other methods
that operate on this level of detail are single photon emission computed tomography
(SPECT) and positron-emission tomography (PET) [KLVV13]. They enable a functional
mapping of metabolic activity for which they are tailored to investigate neurological
diseases [LY15]. On a smaller scale, optophysiological techniques made it possible to
observe the activity or genetic properties of single cells/neurons [SMT13]. Advances in
confocal and fluorescence microscopy enable unprecedented spatial resolution of neuronal
activity (calcium imaging [SGHKO3]), neuronal structure, and gene expression (genetically
encoded fluorescence proteins [NRR™10]) in living animals. Applied in high-throughput,
large image collections can be generated. One particular example represents the Allen
Mouse Brain Atlas [LHAT07], which provides spatial gene expression for the mouse brain
on a genome-wide scale. This shows, where in the brain is which gene expressed on a 200
microns resolution. Hence, it enables the genetic dissection of the brain on a voxel-level.

2.1.2 Anatomical Data

Anatomical data is necessary to relate imaging data to its anatomical context. They
are not a single type of data, they rather represent a diverse collection of reference
templates, anatomical parcellations, and neuroanatomical ontologies. Together they form
the common knowledge of how the brain is structured and how this structure can be
referred to. For example, the prefrontal cortex lies in the front part of the human brain
and is linked to complex cognitive behavior [YR09]).

A reference template is structural imaging data that has been combined (e.g., via
image registration) to a structural representation of the brain for a group of specimen or
a species. It can be used as common reference space for imaging data to enable voxel-level
correspondence for a collection of images, like the Allen Mouse Brain Atlas [LHAT(07]
(Figure 2.3A). Moreover it provides spatial orientation when visualized with other spatial
data, see for example the gene expression in Figure [1.1.

A neuroanatomical ontology is the formal representation of knowledge about the
anatomy of the brain [LMO09] of a species. This relates foremost to the composition of the
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Figure 2.2: Imaging Data: (A) Region-level data: One value for every brain region. (B)
Voxel-level data: Volumetric data, one value for every voxel.

brain, i.e., which brain regions it consists of and how these brain regions are subdivided
(hierarchically). It may also include naming or color conventions. Figure 2.3B shows a
section of the Allen Reference Atlas [LHAT07].

Anatomical parcellations act as links between neuroanatomical ontologies and ref-
erence templates. In principle, it consists of a regional annotation of every voxel in a
reference template, or a continuous outline around a region (e.g., a mesh). Hence, voxels
can be associated with brain regions of an ontology for visualizing anatomical context
(Figure 2.3C) and relating voxel-level to region-level data.

2.1.3 Connectivity Data

Connectivity data represent the relations between different spatial locations in the brain
of a certain modality. Connectivity is organized in weighted adjacency matrices, so-called
connectivity matrices. Columns/rows represent the incoming/outgoing connectivity
between brain areas on either voxel- or region-level. In the field of network neuroscience,
there is no general consent of how to fundamentally distinguish types of connectivity
data. Olaf Sporn [Spol3] divided connectivity into anatomical/structural connectivity
(anatomical links), functional connectivity (statistical functional dependencies), and
effective connectivity (directed causal effects). Betzel and Basset [BB17] referred to
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Figure 2.3: Anatomical Data: (A) Anatomical reference template showing the anatomical
structure of a mouse brain (2D sagittal slice). (B) Part of a hierarchical neuroanatomical
ontology. (C) Brain parcellation that corresponds to the brain ontology (2D sagittal
slice).

structural and functional connectivity, but omitted effective connectivity. Cauda et al.
[DNM™18| used a similar discrimination, but added genetic connectivity, describing the
correlation of spatial gene expression (i.e., if brain regions express similar genes). In
the following enumeration, we included all of the mentioned data types, because they
represent non-overlapping distinct modalities.

Anatomical/structural connectivity describes how brain areas are physically con-
nected via neuronal projections (axons). These projections are on a scale that recording
them is performed on a voxel-level, but depending on the acquisition techniques (i.e., noise
level, spatial resolution) they may be aggregated to region-level information [BB17]. The
connectivity is usually sparse, for single neurons are usually not connected to the entire
brain, but rather to distinct regions [Spol3| (Figure 2.4A). One example for structural
connectivity is DTT (diffusion tensor imaging), which uses MRI to map the diffusion pro-
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cess of molecules in biological tissue. It measures the diffusion tensor - the directionality
of the diffusion of water - to estimate fiber tracts of neuronal projections on a voxel-level.
Via tractography, these tracts can be traced between brain regions to generate a region-
level [Laz10, (CBC™15] white matter (anatomical) connectivity matrix. Recent advances
in high-throughput microscopy enabled the generation of anatomical connectivity based
on neuron bundles. Oh et al. [OHNT14] created voxel-level connectivity at a resolution of
100 microns by injecting viral tracers into the mouse brain. Hence, a directed connectivity
matrix can be generated that maps efferent neurons from ~ 15% of the brain. Even
higher resolution on a cellular level can be achieved by using electron microscopy data.
For example, Zheng et al. [ZLPT18| published a complete electron microscopy volume
of the drosophila melanogaster brain that allows researchers to create connectivity for
individual neurons provided that these neurons can be accurately segmented.

Functional Connectivity represents the statistical dependence of brain areas during
task performance or a sensory stimuli [Spol3]. Hence, it reflects how brain regions
functionally synergize. Functional connectivity is usually denser than anatomical con-
nectivity, as it contains connections to anatomically unconnected regions [RS10] (Figure
2.4B). The data can be derived from time series observations, i.e., imaging data that has
been recorded for discrete time points over a period of time. During these recordings,
sensory stimuli are applied or tasks are performed. The cross-correlation of voxels/brain
regions over time reflects the functional relationships and therefore (undirected) func-
tional connectivity. This requires data acquisition with a high temporal resolution of
multiple brain regions simultaneously, such as with {NIRS, EEG, MEG, and fMRI. These
methods may suffer from noise and signal dropout as well from computational challenges
regarding a large number of voxels, so it is common to analyze functional connectivity
on a region-level rather than voxel-level [dRvdH13].

Effective Connectivity describes the causality of interactions, so it can be seen as the
directionality of functional relations [Spol3|. It cannot be computed by a single acquisition
technique, rather it can be derived from a combination of structural and functional
connectivity. While functional connectivity is undirected, the flow of information can
be inferred from the directed structural connectivity [HKBS07]. Hence, it represents a
weighted directed functional connectivity matrix (Figure 2.4C). Another possibility is the
perturbation of brain regions via transcranial magnetic stimulation or invasive methods
such as deep brain stimulation. The resulting changes in functional connectivity can then
be used to model causal relations [MEHT05].

Genetic Connectivity quantifies the transcriptional similarities between brain areas
(i.e., how similar are they in their molecular mechanisms) [DNM™18]. The availability
of spatial gene expression on a genome-wide scale [LHAT07, [HLGB™ 12| made the com-
putation of gene co-expression correlation across the whole brain possible[RA15]. For
this, the correlation of the expression of genes is calculated between the voxels/regions in
the brain. This gene co-expression correlation matrix, or (undirected) genetic connectiv-
ity (Figure 2.4B) makes it possible to explore the genetic mechanisms in the brain for
function/behavior /disease related sets of genes.
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Figure 2.4: Connectivity data types: (A) Sparse directed network (structural connectivity)
(B) Dense undirected network (functional connectivity, genetic connectivity) (C) Dense
directed network (effective connectivity).

2.2 Visual Analytics Tools for Spatial Brain Data

Recent studies have shown that the combination of imaging, anatomical, and connectivity
data can lead to novel insights into the neurocircuitry and a better understanding of the
brain’s organization [FP11l, JFDT4, RATSH, RYWBI5, WVRG™16, [FTP11, [FF16]. Espe-
cially connectivity data represents a common modality visualized in many neuroscientific
applications [MBWG13]. Therefore, this section is devoted primarily to the interactive
exploration of brain connectivity. Section 2.2.1 is about the exploration of brain networks
in relation to their anatomical context, Section 2.2.2] describes methods for comparing
them. Section 2.2.3| gives an overview on tools for the exploration of spatial big brain
data with respect to large-scale image databases and massive volumetric data.

2.2.1 Exploration of Brain Networks with respect to Anatomical
Context

In recent years, an abundance of toolboxes have been published [RS10, \GDL™ 11, RLF15]
that offer computation and visualization of multimodal connectivity data. While they
provide a rich set of statistical and mathematical methods, their visualizations are
static and they often require experience in Matlab/Python scripting. In contrast, visual
analytics tools support the processing of complex information via interactive visualizations,
so neuroscientists can focus on understanding the data rather than handling it. This
section gives an overview on visual analytics tools for analyzing brain connectivity data.
First, general approaches for exploring brain connectivity data in a 3D anatomical
context are described. The second part consists of tools that focus on a 2D abstract
visualization using anatomical or intrinsic graph layouts. Note that tools that are intended
for connectivity analysis on big brain data (e.g., BrainExplorer [FLNT15|, CATMAID
[SCHT(9], BrainGazer [BSGT09], etc.) are presented in Section 2.2.3/and are therefore
not part of this section.
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A common way to visualize brain networks in neuroscientific publications are 3D node-link
diagrams [ZFB10, RA15, BS17]. In these diagrams, network connections (edges) are
often rendered as straight lines or arrows between spheres representing brain regions
(nodes) across a 3D anatomical representation of the brain to help neuroscientists to orient
themselves (Figure 2.5A). The BrainNet Viewer [XWHI3| uses this type of visualization
to depict region-level functional connectivity of experimental data in the human brain.
Nodes and edges can be colored to encode network measures, edge weights, or different
kind of additional information. Networks can be displayed in multiple views that allow
rudimentary user interactions to display more detailed information (for example, clicking
on the brain surface to get labels or measurements. A similar approach is used by the
Connectome Visualization Utility [LDTS14]. In addition to the node-link model, it offers
a matrix (heatmap) and a circular representation (i.e., a connectogram [ICT™12]) of the
network in separate views that are linked with each other. Hence, interactions in one view
are simultaneously performed in other views. These views offer a selection/highlighting
of nodes and edges, so one can focus on specific parts of complex networks. Bezgin et al.
[BRSKQ9] also employed user-selected nodes to visualize only relevant subnetworks in
the Macaque monkey brain. In this case, brain regions from a hierarchical ontology can
be chosen to define which connections should be shown as arrows overlaying 3D brain
anatomy (i.e., a 3D node-link diagram without depicting the nodes).

3D node-link diagrams are also commonly used for simulation data. Nowke et al.
[INSvA™13] introduced VisNEST, a tool that integrates macroscopic structural connec-
tivity data of 32 brain regions with microscale simulated neural activity of the Macaque
monkey’s visual cortex. Connectivity is presented as a 3D node-link diagram, where
the link thickness encodes connection strength. Anatomical context is provided with
semi-transparent mesh renderings of the anatomical brain regions, visualized in parallel
with the connectivity. In addition, simulation-related information is presented in a “pop-
ulation® view, depicting simulated neuronal populations, and a “flux“ view visualizing
time-varying activity across regions. A different approach for 3D network visualization
has been proposed by Schmitt et al. [SE12] with neuroVIISAS, a tool for the multiscale
simulation of neurons in the rat brain. NeuroVIISAS does not require a specific type of
connectivity, rather it can be set manually, imported from a file, or generated randomly for
testing. For network visualization, regions are not rendered as spheres, they are replaced
by anatomical surface meshes, color coded based on a reference ontology. Regions can
be selected from a hierarchical parcellation, so the hierarchical level for the analysis can
be chosen interactively. This selection is linked with different 2D representations of the
network, such as a hierarchical connectivity matrix and node-link diagrams with different
layouts. Furthermore, textual queries can be performed to filter connections by their
value or corresponding brain region.

With an increasing number of connections, i.e., in dense voxel-level connectivity data, a
3D node-link diagram produces clutter and obscures the anatomical context. Bottger et
al. [BSJT14| targeted this problem with a dual approach for “connexel“ visualization
(connectivity between voxels, i.e., voxel-level connectivity). For this purpose, they adapted
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brainGL [brall], an open source software for the interactive exploration of structural
and functional brain data with edge-bundling (Figure 2.5B). By grouping geometrically
similar edges to bundles, the overall structure of the network can be clarified. To visualize
the termination points of these edges, various types of glyphs can be projected to the
surface of the brain. The glyphs provide a visual summary of all connections from their
respective position, which can be interactively manipulated by the user. Similar to the
Connectome Visualization Utility, visualizations can be viewed in multiple linked views
with synchronized selections, thresholds, and coloring.

Figure 2.5: 3D network visualization. (A) Region-level network visualization via 3D node-
link diagram in the BrainNet Viewer ([XWHI13|, Figure 5). Colors represent different
subnetworks, node size represents node strength (number of connections of a node).
Orange edges represent long distance connections. (B) Voxel-level network visualization
of functional connectivity (orange: negative correlation, green: positive correlation) with
edge-bundling ([BSJ*14|, Figure 13).

Although the 3D spatial representation of networks provides anatomical context, 2D node-
link diagrams with flexible layouts are better suited for comparing connectivity|[ABH™13]
or identifying modules (well-connected groups of nodes) [PLK™15|. For this reason, Brain-
Modulizer [MBB™16] uses a linked presentation of anatomy in 3D, and network graphs
in 2D to enable neuroscientists to interactively explore functional connectivity. Spatial
correspondence is indicated via color coding (Figure 2.6) of hierarchically organized brain
modules, but can be also established via brushing/selecting nodes in one of the views.
Murugesan et al. [MBB™16| showed that with force-directed layouts it was possible to
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perform graph theoretical analyses for up to 200 brain regions. Analogous to Brain-
Modulizer, BRAINtrinsic [CYF™15, ICYAT16] aimed to explore brain connectivity with
node-link diagrams based on network topology. Instead of arranging nodes, they mapped
the network to a topological space by taking the networks intrinsic geometry into account.
For this purpose, they performed dimensionality reduction (multidimensional scaling,
isomap, and t-distributed stochastic neighbor embedding) on structural and functional
connectivity data. In a 3D view that shows the network as a node-link diagram, one can
interactively switch between anatomical and topological spaces, show/hide particular
brain regions and compute network measures. This approach has been taken further in
the NeuroCave visualization system [KZA™18]|, optimized for virtual reality environments.
Networks are shown in a linked side-by-side rendering (Figure 2.7), so the network is
visible in both a 3D anatomical space and a topological space simultaneously. This com-
bines the advantage of 3D spatial representations with the flexibility of node-link diagram
layouts. Additionally, NeuroCave supports several methods to interactively change the
network appearance, such as edge-bundling, color schemes, clustering, thresholding, and
labeling.

Figure 2.6: Node-link diagram for network visualization with anatomical context. Brain-
Modulizer ([MBB™16|, Figure 8) shows a 2D graph, split into four brain modules (red,
blue, green, purple) rendered with a force-directed layout (B) next to its 3D anatomical
context (A, colors correspond to nodes).

As an alternative to visualize the anatomical context in addition to node-link diagrams,
the context can be also integrated directly into the graph layout. These so-called
anatomical layouts are abstract 2D representations of brain regions, i.e., the 3D brain
anatomy is flatted to a 2D space. NeuroMap [Sorl3] uses anatomical layouts to map
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Figure 2.7: A network graph in 3D anatomical space (left) showing four brain modules
(orange, blue, green and red) visualized in NeuroCave ([KZAT18], Figure 5). The right
panel shows the same graph, visualized in a topological space (connectivity-driven).

potential neuronal circuits in a fruit fly’s brain as interactive wiring diagrams. For this
purpose, fixed compartment positions (Figure 2.8A) that have been manually defined in
collaboration with neuroscientists are used to depict the overall structure of the brain. The
visualization can be interactively adapted by adding new connections from additional data,
filtering, highlighting, or layout adjustments. A similar, static, visualization approach
has been used by Ji et al. [JMRI§|, which maps functional networks derived from EEG
to a planar projection of the human skull. To avoid cluttering, only the connectivity of
one functional unit (i.e., network module) can be shown in a single image (Figure 2.8B).
Although this tool does not represent a visual analytics approach, it is included in this
section because its relevance for anatomical layouts.
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Figure 2.8: Anatomical layouts: (A) Anatomical layout of a fruit fly brain (drosophila).
Blue regions are major brain regions of the fruit fly brain. Network nodes are arranged
within these regions (NeuroMap [Sor13], Figure 6). (B) Planar projection of 3D electrode
locations (nodes) on the human skull. Functional connectivity of a network module is
visualized between these locations (Ji et al. [JMRI18|, Figure 7).
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2.2.2 Brain Network Comparison

Visualizing the similarities/differences of networks is essential for comparing different
kinds of connectivities JABH™13] or tracing network changes over time [MKEF"15|. Alper
et al. [ABHT13] conducted a controlled design study, which suggested that matrix
visualization in combination with glyphs outperforms superimposed node-link diagrams
of two different brain connectivities. To combine the node-link diagram’s ability to
simplify network module identification with matrix visualization, Ma et al. [MKEFT15]
proposed a dual-representation to explore dynamic functional networks. In this approach,
network changes can be traced via animations between network transitions - the change
of a network state from one time step to the next - while the change from the previous
transition is visualized in a matrix with glyphs. A way to do this without animation
are small multiples, a series of similar graphs with the same scale to compare them
easily. De Ridder et al. [dRKY 18] used this method to render network graphs in a
circular layout with similar anatomical regions/nodes to compare functional connectivity
(Figure 2.9A). Spatial context is provided via a linked 3D anatomy viewer, which can
be used to select brain regions that are shown in the small multiples. Selections in
the small multiples are highlighted in the anatomy viewer, which can be used to trace
uncertainty in fMRI data, for example head movement that leads to an unnatural high
connectivity between spatially close regions. This method has been also employed by
BRAVIZ [ASO™16|. It is a rather general tool that allows neuroscientists the analysis of
human fMRI and DTI image data in combination with an anatomical reference space.
BRAVIZ is tailored to a variety of workflows, such as DTI fiber tractography, functional
fMRI analysis, or validating image registration. Although it does not explicitly facilitate
network visualization or analysis, it enables the comparison of DTI fiber bundles via
small multiples, and therefore indirectly, of structural connectivity.

For dynamic networks with hundreds of time points, animations or small multiples
become increasingly time-consuming and unreliable as they rely on memorization by
the user. Therefore, Bach et al. introduced Small MultiPiles [BHRD 15| to identify
temporal patterns in functional networks on such long time scales. They used a piling
metaphor to visually encode snapshots of a network (i.e., a connectivity matrix at each
time point) into manageable parts (“piles“ of similar small multiples). These piles can
be interactively compared to reveal temporal states such as stable periods or transition
between these periods. A different approach has been taken by Senk at al. in their tool
VIOLA [SCHT18|. In this application, the state of a simulated neuronal-network activity
in a 2D neuronal layer can be traced over time. A 2D heatmap is visualized over time in a
3D volumetric rendering (i.e., the third dimension is time). The user can manually select
individual time points to get detailed information about how many neurons fired and at
what rate in other views. Another, although not neuroscience-related, approach to target
this problem has been proposed by van den Elzen et al. [vdEHBvW16]. Here, snapshots
are projected to a low-dimensional space as points via dimensionality reduction methods
(Figure 2.9B). This “time map*“ enables the identification of stable or recurring states
that appear as local clusters, which might be relevant for finding temporal patterns.
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Figure 2.9: Examples for network comparison: (A) Small multiples of four functional
networks in a circular layout (brain regions) ([ARKY™"18]|, Figure 3). (B) 125 snapshots
of a dynamic network (i.e., 125 states of a network at different time points) mapped to a
two dimensional space via PCA ([vdEHBvW16], Figure 8). Stable states (clusters) are
highlighted with blue circles (gray graphs show a representative snapshot).

2.2.3 Exploration of Spatial Big Brain Data

Neuroscience studies that use a combination of imaging, anatomical, and connectivity
data often require extensive analytical workflows involving manual data aggregation and
statistical analysis to find patterns in big brain data [FP11, JEDI14, RA15, RYWBI5,
WVRGT™16, FTP11, [FF16]. The term “big“ refers to the amount (vast image collections)
and/or size (high resolution image/network data) of the data which is too complex
to analyze with traditional methods (note that there is no general consensus about
the term “big data“, the Oxford Dictionary defines it as “extremely large data set®).
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Visual analytics tools may support neuroscientists in this task beyond non-interactive
visualizations that do not interactively link data, such as BrainBrowser[SKR™15] or
VisBrain [CVO™19.

Exploring a large collection of imaging data in combination with anatomical data can
provide spatial context and orientation. BrainScope [MvdGvdM™15, MHLRI6, HvM™17]
uses 2D slices of anatomical parcellations derived from the Allen Human Brain Atlas
[HLGB™12] to visualize gene expression on the web. For this purpose, it utilizes a
genome-wide collection of region-level spatial gene expression data [HLGB'12]. To make
the entire collection visually comprehensible, they use t-SNE (t-distributed stochastic
neighbor embedding) to map the genes to a two dimensional space based on their
correlation (Figure 2.10A), presented in a scatter plot. This mapping is linked with
2D slice views, so selections of genes are visualized by their average regional expression.
Vice versa, a selection in the slice views leads to a color coding of the scatter plot to
highlight genes with high/low gene expression in the respective brain regions. A similar
approach is used in INVIZIAN [BJV12] for a collection of 900 anatomical MRI images
of humans. In this paper, the images are mapped via MDS (multidimensional scaling)
to a low-dimensional space based on a distance metric concerning cortical patterns in
these images. In contrast to BrainScope, individual images are not rendered as dots in a
scatter plot but as cortical surfaces in a 3D space (i.e., a 3D “cloud“ of brain meshes).
Detailed information, such as slice views of the respective images, can be retrieved via
selecting individual brains. The cloud can be color coded via textual queries or a parallel
coordinate system to visualize additional features like sex, age, test group, association
ete.

High-throughput electron microscopy imaging platforms can create high resolution
imaging data with cellular resolution |[ZLP™18]. Tracing neurons in this data can be
used to create structural connectivity on a micro-circuit level that can ultimately lead
to “wiring diagrams* of the brain. This requires tools to accurately segment neurons in
large volumetric imaging data in the range of terabytes called EM stacks, a collection
of 2D slices of electron microscopy images. One of them is CATMAID, introduced by
Saalfeld et al. [SCHTQ9, SMGL™16]. CATMAID’s primary purpose is manual neuron
annotation in large arbitrary EM stacks from different species. For this, skeleton traces
of neurons are drawn across 2D slice views. These can be further combined to networks.
These networks can be rendered in a separate view as node-link diagram with flexible
layouting algorithms. Selections are linked between several parallel views, including 3D
representation of the neurons, 2D slices, graphs, statistics, etc., so that the user does
not lose the context to the spatial representation. ConnectomeExplorer [BAAK™13]
took a different approach. Instead of focusing on the annotation and segmentation of
EM stacks, Beyer et al. presented a tool for the analysis of the data that had been
produced in the this process. To manage the collection of EM stacks, segmentations,
annotations, connectivity data, and meta data to answer domain specific questions, they
proposed query-guided interactions. This can be done in a visual query builder - a user
interface element - to ask for computed, manually labeled, or topological attributes of
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Figure 2.10: Visualization of spatial gene expression data: (A) Mapping of 3000 genes

to a two dimensional space via t-SNE of their gene expression ([HvM™'17], Figure 3).

Expression of representative genes of several clusters are shown in 2D slice views of the
human brain. (B) Spatial gene expression of the gene Man la via glyphs, overlaid with
anatomical context of the mouse brain ([LNTT08|, Figure 4a and c).

the data, or by the data object’s distance to a region of interest. Query results can
then be visually explored in linked views, comprising a 3D volume/mesh rendering, a
2D slice view, connectivity graphs, a tree-view showing the hierarchical structure of
segmentations, and several statistical views (histograms, scatterplots etc). Since the 3D
rendering of the segementated neurons causes cluttering and obstruction (Figure 2.11}

left), Al-Awami et al. integrated NeuroLines [AABS™14] into the ConnectomeExplorer.

NeuroLines transforms these segmentations to a 2D abstract visualization that resembles
a “subway map*“ (Figure [2.11, right). The map preserves the underlying anatomical
tree structure, as well as its distances. Hence, it provides a spatial representation of the
neurons without the complexity of a 3D visualization.

Another query-based approach has been introduced by Bruckner et al. in BrainGazer
[BSGT09]. Here, they used visual queries to explore large databases of transgenic fruit
flies that consist of volumetric imaging data acquired through confocal microscopy as
well as segmentations of neuronal structures (Figure 2.12). Visual queries enable to
retrieve contextual information by selecting ROIs (regions of interests) directly in 2D /3D
rendering views. This information can be either semantic (information from the database)
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Figure 2.11: 3D segmented dendrite (red) and a connected axon(blue) (left) mapped to an
abstract representation similar to a “subway map* (right) with NeuroLines ([AABS™14],
Figure 1).

or spatial (objects with a spatial relationship). ROIs can be either neuronal structures or
arbitrarily selected with a freehand drawing interface. Hence, queries are not limited to
anatomical structures. Furthermore, neuronal structures can be mapped to interactive
wiring diagrams with NeuroMap [Sor13], an extension to BrainGazer previously described
in Section [2.2.1. These diagrams provide a 2D overview of precomputed pairwise overlaps
of neuronal structures to show synaptic connectivity, i.e., if two neurons are structurally
connected). To detect these overlaps, a problem that leads to visual clutter if more than
two neuronal structures are involved, Swoboda et al. [SMB*17] extended BrainGazer
with an interactive overlap detection for multiple neuronal structures. A glyph-based
abstraction of a real-time GPU-based computed overlap is rendered onto a 3D anatomical
representation of the brain. Glyphs indicate which structures overlap and to what extent.
With this information, neuroscientists are able to gradually adapt the knowledge about
neuronal wiring. By now BrainGazer has been further developed into Brain* [bral9l,
a web-based software framework to manage, access, and visualize large collections of
confocal microscopy images. It provides the basic features of the original BrainGazer
application, such as visual queries, volume rendering, and mesh rendering, without the
need for a local installation. Hence it can be used to provide access to public resources

lar19l frul9, lzeb19].

Neuron Navigator is a tool following an approach similar to BrainGazer and has been
introduced by Line et al. ﬂm Neuron Navigator can query connectivity of and
between ROIs in the fruit fly’s brain space. These ROIs can be either neuronal structures
or arbitrary cuboid boxes, selected in a 3D rendering view. Neuronal structures that
reflect connections from, to, or between ROIs can be retrieved via queries that access a
3D neuron image database and matching the region of interest with annotated locations
of neuron terminals.

Another tool for querying connectivity data is BrainExplorer [LNTT08, [FLN™15]. This
tool enables the retrieval of incoming/outgoing structural connectivity from the Allen
Mouse Brain Connectivity Atlas [OHNT14] at brain region-level. BrainExplorer utilizes
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a hierarchically organized brain ontology [LHAT07| to visualize brain anatomy in 2D and
3D. Brain regions can be selected to retrieve tubular trajectories of outgoing structural
connections (Figure 2.13) that have been pre-computed from imaging data of the Allen
Mouse Brain Connectivity Atlas [OHNT14]. Furthermore, BrainExplorer provides a
glyph-based 3D visualization of gene expressions mapped to a standard brain (Figure
2.10B), where the color and size of the glyphs indicate the gene expression level. The
tool enables the execution of explicit gene queries, and searching for specified genes of
interest based on specific anatomical regions of interest. For identified genes of interest,
a correlation query can be executed, returning genes with similar gene expression. Since
anatomical brain regions can be queried for either structural connectivity or genes, a
combination thereof represents a linking of imaging data with connectivity data on a
region-level.

Figure 2.12: 3D rendering of segmented neuronal structures in the fruit fly’s brain
([SMB™17], Figure 2).
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Figure 2.13: 3D visualization of neuronal structures and connections. Connections emerg-
ing from a specific brain area (secondary motor area) visualized as tubular trajectories.
Color codes indicate the brain regions passed by the connections ([FLNT15], Figure 1).
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Detailed Contributions

3.1 Paper A: Predicting Functional Neuroanatomical
Maps

Genetically weighted connectivity analysis (GWCA): Most established approaches
that map genetic information to brain connectivity, relate gene co-expression correla-
tion of functionally grouped genes with structural connectivity [FP11, JEDI14, RAI5|
RYWBTSH, WVRG ™16, [FTPT1, [FF16]. A correlative analysis primarily reflects transcrip-
tomic similarities, i.e., if similar genes are expressed, but does not represent functional
synergies of multiple genes. Hence, we sought to develop a novel computational method
to explore these synergies and how they affect connectivity. The genetically weighted
connectivity analysis (GWCA) (Figure 3.1)) is based on the hypothesis that the functional
synergies of a set of genes are reflected in their cumulative impact on brain networks
such as global structural connectivity or functional resting state networks. Therefore, we
determine the cumulative expression of the gene sets (Figure 3.1, 1 and 2), represented
by the voxel-level mean gene expression of the genes, and use it as weighting for the
global connectivity (Figure 3.1, 3). The impact is measured by computing voxel-level
higher-order features of this network, i.e., node-based network measures such as node
strength, hubs, authorities, closeness, betweenness, and eigencentrality (Figure 3.1, 4 and
5). A combination of these features eventually represents the functional neuroanatomical
map. Statistical comparisons to random gene sets determine how significantly these
maps are associated with brain function/behavior. We have shown the validity of this
approach by comparing the predicted functional maps with functional neuroanatomical
annotations from literature and fMRI data.

High-throughput analysis: Our methodology can be applied to model organisms
for which gene expression maps, connectomes, and genetic information is available.
Functional maps from a single gene set can be computed in 1-2 hours on a machine with
30 CPU cores. There is no need to tune parameters for different genes sets, so processing
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Figure 3.1: Concept of GWCA: From genetic meta data to functional neuroanatomical
maps

multiple gene sets can be performed as a batch. An example for functional maps generated
from nine different gene sets can be seen in Figure [3.2. When applied to large collections
of gene sets from different sources, such as genome wide association studies (GWAS),
quantitative trait loci (QTL) analyses, or neurogenetic databases, our approach can
rapidly screen for neural circuitry underlying specific brain functions, behavioral traits or
psychiatric diseases, and therefore refine the known functional organization of the brain.

A genetic algorithm to refine gene sets for functional synergies: Gene sets from
multigenic meta data may contain genes that do not show synergy with others, do not
show gene expression in the brain, or are ubiquitously expressed. This can lead to an
unspecific synergy, which shows only low contrast in the predicted maps, and consequently
low significance. Therefore, these genes need to be removed from the sets. We solved this
optimization problem by employing a genetic algorithm that maximizes the variance of
the cumulative gene expression, so the sets contain only genes that have high expression
at the same brain regions. We showed empirically that a higher variance led to a higher
contrast in the predicted functional maps that were - apart from the enhanced contrast -
similar the original gene sets.
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Figure 3.2: Functional maps generated with GWCA from functional gene sets associated
with the central amygdala circuitry, dopaminergic signaling, feeding, hypothalamic
circuitry, fear memory consolidation, panic disorder, learning in a stressful context, social
bonding, and synaptic plasticity (left to right, top to bottom). The colors emphasize the
versatile nature of the gene sets and have no specific meaning.

Potential in emulating functional fMRI data: We compared functional maps of
pain-related gene sets to fMRI recorded during pain perception in a mouse. Domain
experts confirmed a high similarity between these two (Figure 3.3)). Since this represents
only one sample, one cannot draw a general conclusion. Since several pain-related gene
sets correlated with this one fMRI image, one can at least see the potential to simulate
fMRI in silico, in cases when no functional brain data is available.

Visualization of brain networks with spatial, neuroanatomical context: The
predicted functional neuroanatomical maps show the effect of multigenic behavior/functions
of brain connectivity on a voxel-level scale (as already shown in Figure |3.1). To identify
which candidate circuits may be involved in the function/behavior, these maps need to be
explored in the context of the connectome. Hence, we visualized structural connectivity
between brain regions highlighted in the maps. To create a visualization that is suitable
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Figure 3.3: Comparison of functional maps and fMRI of a mouse brain. (A) A slice of a
functional map related to pain. Color indicates how significant a voxel is associated to
brain function/behavior. (B) A slice of an fMRI image related during pain perception.
Color indicates a BOLD (blood oxygen-level dependent) signal change between control
and pain. The olfactory bulb (front part of the mouse brain) was not available, since it
has not been imaged during fMRI.

for figures in publications, we performed several design iterations with neuroscientists.
This progress was not in the scope of the NeuroImage journal, so we did not report it in
Paper |A. Nevertheless, we want to comment on it in this section because it might be of
interest for the visualization community.

At first, we performed informal research with neuroscientists, how neural circuits are
visualized in the literature. Figure 1 in Russo et al. [RNI13| represents a common
abstraction of neural circuitry in neuroscience (Figure |3.4A), which our collaborating
neuroscientists felt intuitively familiar with. To get brain regions/connections similar to
the figure, it was necessary to cluster the functional map. A visualization of a voxel-level
network (with billions of edges) or on the anatomical brain region-level (still hundreds of
edges), would create too much clutter in a 2D figure. Therefore, we clustered the voxels
of the functional map (i.e., voxels with significant association with function/behavior) by
structural connectivity, so that the connections of the voxels between clusters bundle
together.

Our first approach was to use a sagittal projection of the mouse brain where colors indicate
different clusters, and render the connectivity (sum of all connections) between them
as directed arrows (Figure 3.4B). Short names of the main anatomical regions for each
connection are listed in the top-left legend. Although it was well received by our domain
experts, we rejected it after several discussions due to cluster and edge obstructions. As
a solution to this problem, we split the clusters into separate sagittal projections (Figure
3.5A), and visualized the connectivity in-between. The brain regions of the clusters are
indicated as circles, where their sections show relative region size to represent a direct
anatomical context. The sections were labeled by their short name and color, each color
is associated with a major brain region according to the Allen Brain Atlas. Another
advantage compared to the first concept is that one can visualize additional voxel-level
information, e.g., how significantly a voxel is associated with function/behavior. We
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discussed this visualization with several neuroscientists, who found it too “overloaded*
for a figure in a paper, with the voxel/circle coloring especially generating confusion.
Therefore we removed the circles and replaced them with labels (Figure 3.5B).

Figure 3.4: Concepts for a visualization of brain networks within neuroanatomical context.
(A) Schematic of brain reward circuitry in a mouse brain by Russo et al., Figure 1 [RN13].
(B) Sagittal projection of the mouse brain. Clusters of the functional maps are colored

differently, the short names of the clusters’ major anatomical regions are listed in the
legend.
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Figure 3.5: Different design stages for a visualization of brain networks with spatial,
neuroanatomical context: (A) Sagittal projections of six clusters of functional maps. Voxel
color represents how significantly the voxel is associated with a specific behavior/function.
Colored circles show the relative number of voxels in the respective brain region. Arrows
indicate the structural connectivity in-between. (B) Sagittal projections of five clusters
of functional maps, similarly to A. Labels show the major brain regions of each cluster.
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3.2 Paper B: A Data Structure for Big Brain Networks

Real-time querying of large-scale spatial networks: Exploring the connectivity of
brain regions or volumes of interest - a set of voxels representing a user-selected part of
the brain - on a voxel-level involves querying large graphs for connections where either
their sources (origin) or targets (destination) are spatially close to each other. In recent
years, a multitude of graph engines have been published [KBG12, [HLP™13, RMZ13,
CDW™16, CDW™16, CDW™16, [ZMB™15] that are able to handle graphs that do not fit
into main memory. Despite their universal applicability, they are not tailored to take
advantage of spatial organization to enable real-time queries. Hence, we developed a
novel data structure that stores the outgoing and incoming connections of neighboring
voxels close to each other on the hard-drive, so that sequential read-speed can be achieved.
Hard-drives and SSDs are optimized for sequential read-speed, so this represents the
fastest way to read data. Therefore, we arranged the connectivity data along a Hilbert
curve (Figure 3.6). Combined with a file format that exploits the sparsity of the data,
our data structure is able to outperform state-of-the art graph engines at Aggregation
Queries, which will be further discussed in the next paragraph.

Figure 3.6: A Hilbert curve through a mouse brain volume. Along this curve, locality is
preserved.

Instant retrieval of connectivity across scales: Bridging the gap between different
resolutions and scales requires a mapping of connectivity from one level to another one,
e.g., from voxel-level to region-level connectivity. For this purpose, our data structure
provides a hierarchical mapping to a common reference space. It utilizes hierarchical
brain parcellations, where the lowest level represents voxels of the reference space and
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higher levels represent brain regions (Figure 3.7). Hence, it is known, which voxels belong
to which region, so region-level connectivity can be interpolated to voxel-level, and vice
versa, voxel-level connectivity can be cumulated to region-level connectivity. Since this
aggregation may involve voxel-level connectivity with potentially gigabytes of data, we
envisioned Aggregation Queries. In these queries, where the underlying concept was
described in Figure 1.3, connectivity from, to, or between arbitrary volumes of interests
(user-selected or brain regions from the hierarchy) are aggregated on the voxel-level. For
local brain queries - a sub-brain region size that covers less than one percent of the brain
- the query can be executed in less than one second on a 100 gigabyte connectivity matrix
integrated in the data structure.

Figure 3.7: Schema of a hierarchical mapping: The lowest level represents a voxel-level
reference space, while higher levels comprise brain regions.
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Scalability: For volumes of interest covering more than one percent of the brain, we
employed query caches. These caches contain pre-executed queries of brain regions or
blocks (neighboring voxels on the reference space). Whenever a query is executed on
the data structure, the caches will be checked first if parts of the volume of interest are
already computed. If this is the case, only the remaining voxels need to be read from
the data structure. Although this creates a storage space overhead, it enables queries of
arbitrary size to be executed in an instant. Furthermore, these caches can cover different
scales to form an equivalent of image pyramids - one cache with % of the resolution of
the original connectivity matrix (8 voxel blocks), another one with % of the original
connectivity matrix (64 voxel blocks) and so on. Hence, queries can scale on even larger
data.

Enabling hierarchy based-navigation schemes: Retrieving brain networks on a
global level, i.e., brain-wide region-to-region connectivity, would require multiple Ag-
gregation Queries for each brain region. Since even one Aggregation Query can take a
second, it is not feasible to compute global connectivity at runtime. Instead, we store the
global region-level connectivity across all regions of the hierarchical brain parcellation
(Figure 3.7) in a graph-database. This allows visual analytics workflows to explore
global region-level connectivity on different hierarchical levels (Figure |3.8). Consequently,
neuroscientists can interact with a global network of brain regions that fit their research
interest (e.g., cortical regions rather than the cerebellum). We demonstrate with a
prototypical web-component, that this can be even used for inter-species comparison of
networks, with network similarities identified by comparing the networks iteratively on
different anatomical levels in parallel between the mouse and the human brain.
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Figure 3.8: Network visualization on two different hierarchical levels: The top panel
shows the region L._ Pons, while the bottom panel shows the sub-regions of L._ Pons.
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3.3 Paper C and D: BrainTrawler

Paper |D| represents an extension of Paper |C. Hence, the contributions of Paper C|are fully
included in Paper D. Contributions that are solely part of Paper Dl are stated explicitly
in the text.

Relating spatial data to connectivity: Brain regions that are connected to expression
sites of a gene (Figure 1.1) may also contribute to the gene’s function or be a second-
order effect thereof. Linking spatial gene expression data with structural, functional, or
other kinds of connectivity is therefore a first step in revealing the genetic foundation
of neuronal circuits. In contrast to Paper |A] we targeted this problem with visual
analytics methods. For this, we envisioned an interactive selection of gene expression sites
that are relevant for neuroscientists (e.g., within a certain brain region of interest) and
employed Aggregation Queries to identify the outgoing connections (Target Connectivity
Query) and the incoming connections (Source Connectivity Query) to other parts of the
brain - so-called target/sources regions of the expression sites. Although the principle
of this approach was demonstrated in Paper B, it lacked the inclusion of an anatomical
context in the selection process and the connectivity visualization. This would allow
neuroscientists to perform these queries in a more accurate manner in relation to the
brain anatomy. Therefore, we used 2D slice views of the brain to visualize an anatomical
atlas with brain regions as outline, overlaid with gene expression data (Figure 3.9A).
In these views, selections of voxels with high gene expression can be performed either
manually with brush-drawings, or by thresholding within brain regions (Figure 3.9B).
The selections act as volume of interest for an Aggregation Query, where the resulting
voxel-level connectivity reveals the target/source regions in 2D and 3D views (Figure
3.9C and D). Quantitative information is given in Connectivity Profiles, a bar chart that
shows the mean connectivity within the brain regions corresponding to the slices views
(Figure 3.9E).

Visualization of connectivity on different scales: Mapping voxel-level connectivity
to different anatomical scales provides a different level of abstraction. Since different brain
regions - from small nuclei to large cortical layers - might be relevant for neuroscientists,
a region-level representation depends on the user-selected level of detail. We targeted
this problem with a hierarchy-based navigation-scheme, as presented in Paper Bl This
requires pre-computed region-level connectivity on different hierarchical levels, which
is not feasible for arbitrary user-defined volumes of interest (i.e., a volume of interest
may span several anatomical regions, which cannot be split anymore after an Aggregation
Query). To solve this problem, we developed Split Aggregation Queries in Paper D, which
divide a volume of interest into anatomical sub-regions and aggregate the connectivity
separately. The concept of a Split Aggregation Query can be seen in Figure 3.10. At first,
the volume of interest is split to the lowest level of the hierarchical brain parcellation.
A Split Aggregation Query returns voxel-level connectivity for every region within the
volume of interest. This can be combined to the voxel-level connectivity of the whole
volume of interest (equal to an Aggregation Query) or region-level connectivity. This
saves the overhead created by executing several Aggregation Queries sequentially and
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Figure 3.9: Relating gene expression data to structural connectivity: (A) Visualization
of gene expression of the gene PKC-delta (cyan) in a sagittal slice of the mouse brain
(anatomical brain regions are outlined). (B) Selection of voxels with high gene expression
(yellow) within the Striatum-like amygdala nuclei region (blue outline). (C) Outgoing
structural connectivity of the selection (light green). (D) Outgoing structural connectivity
of the selection in 3D. (E) Connectivity Profile shows the mean connectivity of brain
regions as bar chart. Circles represent the connectivity for anatomical sub-regions.

achieves a performance similar to a single Aggregation Query. Hence, it is possible to
visualize voxel-level connectivity on different levels of a hierarchical brain parcellation
(Figure 3.11).
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Figure 3.10: Concept of a Split Aggregation Query

Figure 3.11: Voxel-level connectivity of Figure 3.9 on the region-level: (A) Outgoing
structural connectivity of the selection on region-level. (B) Outgoing structural connec-
tivity of the selection on region-level, represented as 3D node-link diagram. The center
of the spheres indicate the regions center-of-mass, the size encodes the region size. (C)
Switching to a different hierarchy level, the “green regions“ are collapsed, while the “blue
regions* are extended. (D) Outgoing structural connectivity on a different hierarchy level
where the region of the volume of interest is split into sub-regions (yellow circles).
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Exploration of higher-order connectivity: To explore higher-order connectivity -
the source/target regions of source/target regions - Aggregation Queries can be used
iteratively. Therefore, volumes of interests can be selected in the query results (i.e.,
voxel-level connectivity of a previously executed Aggregation Query). This “connectivity
cascade® can be performed repeatedly to explore the subsequent connectivity. We
showcased this by reproducing a neuronal circuit related to learning and memory by
traversing structural connectivity within the Hippocampus.

Comparison of different connectivities: Comparing the connectivities of different
modalities is essential for identifying neural circuits, as they describe relations on a
structural, functional, or genetic level. Previously discussed methods allow neuroscientists
the retrieval and visualization of global and local connectivity on different anatomical
levels. To compare them we chose a combined approach, divided into a quantitative
comparison via Connectivity Profiles (Figure 3.12/A) and a qualitative comparison as
combined graph (Figure 3.12B and C). We showed in a user study that neuroscientists
were intuitively able to interpret this kind of visualization.

Figure 3.12: Connectivity comparison on a region-level: (A) Quantitative connectivity
comparison of fMRI connectivity and structural connectivity with Connectivity Profiles.
The bars show the mean connectivity within brain regions. Circles represent sub-regions
of the respective region/bar. (B) Connectivity comparison visualizing fMRI as blue
arrows and structural connectivity in green. Region colors correspond to the Connectivity
Profile. (C) Overlap (product) of both connectivities visualized with red arrows.

Genetic dissection of networks: Exploring the genetic diversity of a brain network
is relevant to determine the genetic impact on its function and consequently on behavior,
meaning to know which genes are relevant in different parts of a network. Therefore,
one can analyze the distribution of spatial gene expression in brain regions that are
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represented by network nodes. To perform this analysis in an unbiased way (i.e., not
focusing on a specific, pre-selected set of genes), one has to do this on a genome-wide
scale. For this purpose, we integrated spatial gene expression data of 20,000 genes of the
Allen Mouse Brain Atlas [LHAT07] into our framework presented in Paper D. We used
an approach similar to Aggregation Queries: The user selects a volume of interest (which
is part of the network) and queries the spatial gene expression data to retrieve a list of
genes ordered by their mean gene expression. To achieve real-time query performance,
we used spatial indexing similar to Bruckner et al. [BSGT09]. Multiple queries, and,
therefore, multiple parts of a network can be compared in a parallel coordinate system
that is linked to a list showing the coordinate system’s selection. We demonstrated in a
case study that the genetic composition of a well-known relationship in the mesolimbic
system can be reproduced.

Enabling collaborative work in a web-based framework: The visual analytics
methods and workflows presented in Paper |D| are available in a web-based, task-driven
framework called BrainTrawler. This enables the visualization, exploration,and integra-
tion of spatial data at different scales on a consumer level PC without prior installation.
The current state of the analysis can be encoded as URL (Uniform Resource Locator) in
the base64 format. Saving the link allows neuroscientists the storage of their analysis,
while sharing the link among colleagues may improve collaboration in a neuroscientific
environment.
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CHAPTER

Conclusion

This thesis describes a novel visual analytics approach to explore heterogeneous spatial
big brain data. Chapter |1, gave an overview and a comprehensive narrative of the papers
that are part of this doctoral thesis. The background of the thesis, namely the vast
resources of spatial brain data and the current state-of-the-art research on how to explore
this data, was discussed in Chapter [2. This step was essential for putting the individual
contributions of the papers (see Chapter 3 in the appropriate scientific context.

In Paper A, we introduced a novel computational method to integrate genetic, gene
expression, and connectomic information from big brain initiatives for the prediction of
functional neuroanatomy. We found that functionally-related genes are not distributed
at random, but are assembled into specific brain networks, which recapitulates functional
neuroanatomy from literature or fMRI data. The fact that these predictions improved
when incorporating higher-order network measures might reflect that the functional
impact of local gene expression manifests through higher-order circuit interactions. By
merging molecular genetic and structural levels of brain organization, our method has
the potential to refine the functional parcellation of the brain.

In Paper B| we presented a data structure for handling large brain networks on different
anatomical scales in real-time, which was a prerequisite for developing an interactive
visual analytics framework in the Papers |C| and |D. By harnessing the hierarchical brain
parcellation and spatial organization of the data, the technique outperformed state-of-the
art graph engines in querying connectivity from network graphs with billions of edges. It
further enables the retrieval of connectivity data at different resolutions, such as mesoscale
structural connectivity and region-level functional connectivity on a common reference
space. We demonstrated in a case study that this process can reproduce findings in
neuronal circuit research. On an inter-species level, the comparison of brain networks
linked to autism indicated, that there is even potential use in studying psychiatric
disorders.
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Inspired by the promising insights of Paper |A, on how the combination of spatial
genetic data and brain connectivity can predict functional neuroanatomy, we created
BrainTrawler a novel web-based framework for analyzing and fusing heterogeneous brain
data, a concept presented in Paper (C and extended in Paper |D. By incorporating data
from large brain initiatives, BrainTrawler enables neuroscientists to explore genetic
and functional characteristics of microcircuits without time-consuming manual data
aggregation and literature research. It provides visual analytics workflows for the
iterative exploration of higher-order connectivity in multimodal brain networks and on
different scales, enabled by incorporating the data structure presented in Paper [B. Spatial
indexing of vast gene expression collections enables, for the first time, real-time dissection
of brain networks genetically on a voxel-level (i.e., which genes are expressed in different
parts of the networks). Furthermore, researchers can share the actions and queries
they performed as persistent web-links, with visualizations familiar to neuroscientists to
support collaboration and data provenance in a scientific environment. The practical
relevance of this framework has been evaluated by exploring the social behavior and the
memory /learning related functional neuroanatomy in mice.

4.1 Impact

This thesis might have several implications for both basic and biomedical research. We
created a discovery framework that utilizes data from current popular large-scale genetic
and brain network initiatives to rapidly screen for neural circuitry underlying specific
brain functions, behavior, or psychiatric diseases at comparably low computing costs.
The computational screening complements and may direct subsequent circuit-genetic
experiments such as electrophysiology, opto-, and pharmacogenetics. If performed at
a large scale with genes related to a specific behavior, our approach has the potential
to refine the functional organization of the brain beyond simple anatomical domains.
Importantly, our methodology could be applied to other model organisms for which
spatial gene expression, networks, and genetic information is, or will be, available, for
example drosophila or zebrafish.

Apart from these (rather hypothetical) implications on neuroscientific research, there
were immediate effects on the involved research groups at VRVis and the IMP. First of
all, the Biomedical Image Informatics Group at VRVis is engaged with data processing
of different organisms - mouse, human, zebrafish, drosophila, drosophila larva, etc. - in
various projects. These projects have certain synergies, so there are several technologies,
components, and visualizations that can be shared among them. The methods developed
during this thesis are or will be utilized for different species/projects. Furthermore,
it spawned several master/bachelor theses - supported/advised by the author of this
doctoral thesis - that are closely related to it or might influence future projects:
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¢ Dimensionality Reduction for Analysis and Visualization of Functional
Connectivity in the Developing Human Brain. Master’s thesis at the Medical
University of Vienna by Lisa Frauenstein in 2017 [Eral7]. The master thesis was
driven by the idea of comparing different connectivities on a lower-dimensional
space. This method may be included in BrainTrawler in future projects.

e Guided Data Cleansing of Large Connectivity Matrices. Master’s thesis
at the Technical University of Vienna by Florence Gutekunst in 2018/2019 |[Gut19].
In this thesis, a tool for data cleansing of large connectivity matrices was developed.
Data cleansing can be used as preprocessing for the data structure presented in
Paper B. By threshold connectivity matrices and merging similar rows/columns,
this tool leads to higher compression rates in the data structure, and therefore
faster queries without losing too much information. This may lead to performance
improvements in future projects.

e 3D Network Visualization Design Study. Ongoing master’s thesis by Daria
Kruzhinskaia. The aim of this study is to develop intuitive visualizations for 3D
networks beyond current practices in neuroscience. This usually involves node-link
diagrams that cause problems with obfuscating edges and nodes due to many
connections, which makes these visualizations hard to interpret.

e Data-Driven Anatomical Layouting of Brain Network Graphs. Bachelor’s
thesis by Gwendolyn Rippberger [Rip19]. The goal of this project is to create
anatomy-driven layouts for 2D visualizations of brain networks that would enhance
2D graphs with an anatomical context to provide neuroscientists with spatial
information.

At the Haubensak Group (IMP), the proposed methods are used in parts of current
experimental workflows. This has led to several posters at neuroscience conferences (e.g.,
Federation of European Neuroscience Societies Forum 2016/2018 [KGP™16, [FSGT18,
GTET18, (GPBT18b] and the Goettingen Neuroscience Meeting 2017/2019 |[GKP™17,
KGHB19]) as well as journal papers (e.g. [KGG™19]) that are currently work in progress
and will therefore not be discussed in this thesis.

4.2 Future Work

For the future, we aim to extend BrainTrawler in a holistic way. Several ideas and
prototypes of projects/studies in the context of this thesis (Chapter 4.1) shall be included.
Data import/preprocessing will allow experts to easily include their experimental data to
directly explore them in respect to big brain initiatives in the web. Optimized 3D network
visualization and 2D network visualization with anatomy-driven layouts may provide
novel points of view on complex networks in their spatial context. Computing as well as
visualizing network measures can provide neuroscientists with additional quantitative
information.
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4. CONCLUSION

Furthermore, the script-based GWCA for predicting functional maps (Paper A)) should
be fully integrated into the framework to make it more accessible to programming-
illiterate neuroscientists. Moreover, an integration of large-scale multigenic behavior data
- gene sets that are related to a certain behavior/function - could be used to create a
comprehensive atlas of functional neuroanatomy. Publicly available and explorable as a
resource in BrainTrawler, GWCA has the potential to extend the knowledge of functional,
molecular, genetic, and structural brain organization beyond its current scale.
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Functional neuroanatomical maps provide a mesoscale reference framework for studies from molecular
to systems neuroscience and psychiatry. The underlying structure-function relationships are typically
derived from functional manipulations or imaging approaches. Although highly informative, these are
experimentally costly. The increasing amount of publicly available brain and genetic data offers a rich
source that could be mined to address this problem computationally. Here, we developed an algorithm
that fuses gene expression and connectivity data with functional genetic meta data and exploits cu-
mulative effects to derive neuroanatomical maps related to multi-genic functions. We validated the
approach by using public available mouse and human data. The generated neuroanatomical maps re-
capture known functional anatomical annotations from literature and functional MRI data. When applied
to multi-genic meta data from mouse quantitative trait loci (QTL) studies and human neuropsychiatric
databases, this method predicted known functional maps underlying behavioral or psychiatric traits.
Taken together, genetically weighted connectivity analysis (GWCA) allows for high throughput functional
exploration of brain anatomy in silico. It maps functional genetic associations onto brain circuitry for

refining functional neuroanatomy, or identifying trait-associated brain circuitry, from genetic data.
© 2017 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The wealth of data from brain initiatives and the increasing
amount of functional genetic information creates opportunities to
mine these resources for insights into the genetic and neuronal or-
ganization of brain function and behavior. Recent studies correlated
brain gene expression maps with structural information to enhance
our understanding of genetic and anatomical parcellation of the brain
(French and Pavlidis, 2011; French et al, 2011) and its functional
networks (Richiardi and Altmann, 2015; Vértes et al., 2016). These
studies have been used, for instance, to explore development and
physiological regulation of structural connectivity and extract func-
tional networks in silico (Supplementary Note 2). Collectively, these
results suggest that functional genetic information, brain gene ex-
pression data and connectomes can be successfully used for func-
tional exploration of the brain (Supplementary Fig. 1).

* Corresponding author.
** Corresponding author.

Here, we mined these resources to generate functional neu-
roanatomical maps underlying a given brain function from genetic
data. Currently, such functionally related maps are built experi-
mentally from functional manipulations and imaging studies
which are frequently invasive and costly. Discovery tools that give
easily achievable and testable computational predictions would
provide an ideal complementary approach into this problem.

A major challenge in this regard is that brain functions are con-
trolled by the interaction of multiple genes within the brain. In
consequence, computational predictions should reflect those func-
tional synergies. Most established approaches that map genetic in-
formation to brain data compare gene co-expression correlation of
functionally grouped genes with structural connectivity (Rubinov
et al.,, 2015; Whitaker et al,, 2016; French et al., 2011; Richiardi and
Altmann, 2015). Correlative analysis of gene co-expression dissects
brain organization based on the similarities of regional gene

E-mail addresses: buehler@vrvis.at (K. Biihler), wulf.haubensak@imp.ac.at (W. Haubensak).
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1053-8119/© 2017 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).



114 F. Ganglberger et al. / Neurolmage 170 (2018) 113-120

expressions (Supplementary Note 2). It primarily reflects tran-
scriptomic similarities, globally or for subsets of genes, but it is not
tailored to directly infer functional synergies accumulating over
multiple functionally related genes.

Motivated by this methodological gap, we sought to develop
algorithms fusing sets of functionally related genes with brain data
(gene expression and connectivity) to realize a semi-automatic
functional parcellation from functional genetic data in silico. In
difference to the existing correlative approaches, genetically
weighted connectivity analysis (GWCA) is based on the hypothesis
that functional synergies of gene sets are reflected in their cu-
mulative impact (weights) on higher order features of funda-
mental brain networks such as global structural connectivity or
functional resting state networks.

In the context of graph-theoretical analyses, we demonstrate
that calculating the effects of cumulative gene expression on in-
coming/outgoing node strength generates meaningful results for
functional neuroanatomy of multi-genic brain functions. When
applied to gene sets from genome wide association studies
(GWAS), quantitative trait loci (QTL) analyses or neurogenetic da-
tabases, these calculations allowed exploring brain circuits un-
derlying complex behavioral traits in mice and human. Further,
our workflow produced putative effector network nodes at voxel/
grid level, provided as functional brain maps, that allowed a fur-
ther refinement of known functional neuroanatomy.

Moreover, the GWCA framework introduced enables high
throughput screening and exploration of maps of functional neu-
roanatomy related to gene sets. Our method is universal, digesting
gene sets e.g. derived from literature meta-analyses and genetic
databases, gene expression data and structural or functional con-
nectivity data retrieved from publicly available data repositories
and/or own experiments. The computed functional anatomical maps
can be used for further experimental validation and refinement of
neuronal circuitry underlying a specific brain function. Moreover,
they allow mapping neuronal substrates affected by genetic variance
linked to mental diseases with yet unknown neuronal pathophy-
siology (with e.g. gene associations in GWAS studies as input).

2. Material and methods
2.1. Overview

The GWCA employs genetic-functional associations as input for
weighting brain network data. This includes a set of genes asso-
ciated with a given brain function or behavior, brain wide spatial
gene expression data of a substantial part of the genome, and a
fundamental brain network (connectome), all at the same resolu-
tion and aligned to the same common reference space. Thus, voxel,
resp. grid positions and network nodes are directly corresponding.

Here, the GWCA was exemplarily based on data from the Allen
Mouse Brain Atlas (AMBA), currently the most advanced template
for integrated network studies of mammalian brains with ex-
tensive gene expression and connectomic information available
(Lein et al., 2007; Oh et al., 2014). Of note, the method as such is
universal and can be applied straight forward to data from any
other species. We demonstrate this generality by applying the
same method to human data using the Human Brain Atlas gene
expression data framework (Hawrylycz et al., 2012). The code has
been optimized for low cost parallel computing, providing a quick
and convenient tool for functional exploration of brain circuitry.

Fig. 1 gives a principal overview of the workflow. After re-
trieving spatial gene expression data for a given input gene set
(Fig. 1 (1, 2)), we are applying statistical standardization methods
to compensate for spatial bias of individual gene expression and
image artifacts. Based on the corrected values we calculate the

Fig. 1. Computational workflow. A functionally related gene set (e.g. social bond
genes) serves as input (1). For this gene set, gene expression data is retrieved (2),
normalized and used to calculate a cumulative genetic effect (3). The cumulative
effect is used to weight a structural connectivity matrix (4). On the weighted
network, network measures are computed and statistically evaluated by Z-tests
against a null distribution (network measures based on random gene sets) (5). The
output is a voxel-wise p-value map for every network measure. The results can be
evaluated by computing correlation with ground truth from literature or fMRI (6).

gene expression synergy for each voxel/grid point reflecting its
cumulative gene expression characteristic of the given gene set
(Fig. 1 (3)). To explore its effect on the connectome, respectively
source and target sites of voxel/grid points with high synergy,
network data and synergy are now fused by weighting edges with
related gene expression synergy values (Fig. 1 (4)).

To capture higher order synergies of genes spatially correlated
with the underlying — now weighted - network we calculate for
each node in the network, i.e. each grid point in the standard brain
space, higher order network measures (Fig. 1 (5)). We compared
these to network measures computed on random drawn gene sets
to reveal which nodes are functionally related to the brain function
or behavior associated with the input set. With this step, we inflate
the gene-dependent maps to maximize the retrieval of full circuits.

2.2. Method description

We define the input set T of genes out of a genome-wide set G
(Fig. 1 (1)). Gene selection strategies are described in Supple-
mentary Note 1 Subsection 6.

If using AMBA as basis for the calculations, the spatial brain
gene expression data is imported pre-aligned to a common re-
ference space on a 100 pm grid.

The gene expression data related to T and G consists of ordered
lists of gene expression densities (Lee et al., 2008) for a set of n
spatial grid positions p; € R* = 1, ...,n and are stored as gene
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expression density matrices D(T) and D(G) (Fig. 1 (2)).

Gene expression density is not location invariant. For example,
cortical and thalamic areas in AMBA have a higher mean gene
expression density than the rest of the brain. Spatial bias in-
troduced by this variance is compensated by the standardization
(Z-Score) of D(T) genome-wide, such that expression density dis-
tributions at every spatial position are standard-normal dis-
tributed over G. Results are gene and space normalized gene ex-
pression density values.

We define the synergy s; of gene set T at each voxel/grid po-
sition p; as the trimmed mean for the normalized gene expression
density from the previous step (Fig. 1 (3)) resulting in the synergy
vector S = (sy, ... ,Sp). Trimming reduced sampling artifacts in gene
density maps, like image artifacts that appear as outliers with high
density scores (e.g. air bubbles) (Bindhu et al., 2013).

The functional relation between genes and neuroanatomy is es-
tablished by weighting either incoming or outgoing connections of
every grid position by its related synergy. This highlights connections
that are either targeting or are targeted by network nodes with high
synergy. Given a directed connectome as the connectivity matrix
Ce R" * " (where rows represent source regions, and columns target
regions on the grid positions), an incoming-synergy weighted or
outgoing-synergy weighted connectome is defined as the row-re-
spectively column-wise multiplication of C by S (Fig. 1 (4)).

To account for higher order effects on the network, i.e. where
the synergy influences the properties of the network, we calcu-
lated local network measures (Rubinov and Sporns, 2010) in the
weighted connectomes (Fig. 1 (5)), such as incoming/outgoing

node strength, hubs, authorities, closeness, betweenness and ei-
gencentrality on both incoming and outcoming weighted
connectomes.

For statistical evaluation, we compared the grid position-wise
node strength measures to randomly drawn gene sets (n = 1,000)
from the genome-wide set G by Z-tests (Fig. 1). We adjusted the False
Discovery Rate (FDR) of the p-values with the Benjamini-Hochberg
(Benjamini and Hochberg, 1995) method. The results in this paper are
all significant under a FDR < 5% (unless indicated otherwise).

Ultimately, these operations generated spatially distributed FDR
corrected p-value maps, i.e., one p-value for every grid position.

In principle p-value maps can be computed for each combi-
nation of weighted directed connectome and network measure.
Each calculated p-value map has its own interpretation. P-value
maps of complementary network measures such as incoming &
outgoing node strength or hubs & authorities can be fused to take
into account different aspects of network context, e.g. sources and
targets sites of ligand-receptor systems.

As a final step, these node-wise (for every voxel/grid position)
p-value maps can be visualized in the context of the connectome
to ultimately reveal the neuronal circuitry associated with the
function/behavior of the input gene set (Fig. 2A). At first, we
combined the p-value maps of the calculated network measures
by using the minimum p-value for every voxel/grid position.

Our experiments demonstrated that combining incoming/out-
going node strength performed best on predicting our test data (see
Result Sec. 3.1 and Fig. 2B). Details on the implementation for these
network measures can be found in Supplementary Note 1 Sec. 3.3.

Fig. 2. Recovery of known functional anatomy from test gene sets. (A) Clustered nodes of a functional anatomical map (color scale indicates significance) associated with
a gene set for social behavior, overlayed with structural connectivity (grey arrows, intensity indicates strength of connectivity). Loops indicate within node connections. The
top-ranked networks with a known link to social behavior include main (MOB) and accessory (AOB) olfactory bulb, olfactory areas (OLF), endopiriform nucleus (EP), piriform
area (PIR) and infralimbic cortex (ILA), hypothalamic nuclei (e. g., ventromedial hypothalamic nucleus (VMH)), hippocampus (particularly CA2 region), periaqueductal grey
(INC - interstitial nucleus of Cajal), ventral tegmental area (VTA), and nucleus accumbens (ACB). For a complete list of abbreviations see Supplementary Tab. 1. (B) Node-wise
comparison of predicted maps to ground truth for 10 test sets. F;-scores increase from random classification to expression sites (gene expression synergy) and to second
order network measures significantly (Benjamini & Hochberg corrected One-way ANOVA on ranks, ingoing & outgoing network strength vs expression sites; p < 0.05,
ingoing & outgoing network strength vs random; p < 0.001, expression sites vs random; p < 0.05, eigencentrality vs random; p < 0.01, hubs & authorities vs random;
p < 0.05). To compare the performance of individual sets, they are connected by blue dotted lines between network measures. Boxes indicate median and interquartile
range. Incoming & outgoing node strength, hubs & authorities, closeness, betweenness and eigencentrality were tested, node strength showed the highest F; score.
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To show all connections from the input network between
every significant voxel/grid position of the combined p-value
map, we reduced complexity by grouping voxels/grid positions
by their connectivity, i.e. we group voxels with similar con-
nectivity (correlation coefficient of their connections) together.
The clusters are visualized by plotting a sagittally-projected
heatmap of their combined p-value, surrounded by region labels.
The connectivity between clusters is shown as arrows with
the sum of connectivity (normalized by cluster size) given as
grey-scale (Fig. 2A).

Additional information about the method (mathematical de-
scription, data integration, figure generation, code availability,
technical resources and statistics) can be found in Supplementary
Note 1.

3. Results
3.1. Proof of concept and optimization

To assess if this computational approach allows identifying
function-specific brain circuitry, we focused on several well-stu-
died gene sets, for which functional associations and functional
neuroanatomy are comprehensively documented: genes asso-
ciated with dopaminergic signaling, social behavior, feeding, hy-
pothalamic—pituitary—adrenal (HPA) stress axis and synaptic plas-
ticity. With these gene sets, we recaptured known functional
neuroanatomy from literature (Supplementary Data 5).

For instance, genes associated with social behavior re-
capitulated their known functional neuroanatomy (Fig. 2A, Sup-
plementary Data 1) (Kim et al., 2015; O'Connell and Hofmann,
2011; Young and Wang, 2004; Young et al., 2005; Leshan and Pfaff,
2014; Marlin et al., 2015; O'Connell and Hofmann, 2012).

Similarly, we were able to pick up the functional neuroanatomy
(Supplementary Data 3 Case 1-10A,B,C, Supplementary Data 1) for
other functionally-associated gene sets (Supplementary Data 3 Case
1-10D) including dopamine (DA) signaling, which revealed the
classical DA reward VTA-ACB pathway and also motor-related con-
nections like SN-GP (Russo and Nestler, 2013; Lammel et al., 2014;
Bjoerklund and Dunnett, 2007; Berridge and Kringelbach, 2015).

The method allowed detecting the known feeding-related
neuroanatomy based on genes associated with feeding, like orexin,
neuropeptide Y (NPY), Agouti related protein (AgRP), proopiome-
lanocortin (POMC), melanocortin or leptin receptors (Betley et al.,
2013; Jennings et al., 2013; Hardaway et al., 2015; Wu et al., 2012).

Different stress and fear/anxiety-related genes accumulate in
the HPA axis, areas involved in control and regulation of stress and
brain regions involved in processing fear/anxiety (Stoppel et al.,
2006; Tovote et al., 2015; Herman and Cullinan, 1997; Smith and
Vale, 2006; Carhuatanta et al., 2014; Steimer, 2002).

We also investigated gene sets for synaptic plasticity, learning
and memory. As expected, these genes highlight major sites of
functional and behavioral plasticity in the brain (e.g., cortex, hip-
pocampus, amygdala) (Ressler et al., 2002; Mineur et al., 2004;
Toyoda et al., 2011; Pisani et al., 2005; Lee, 2014; Hasan et al.,
2013; Kirkwood and Bear, 1995; Todd and Bucci, 2015; Castro-
Alamancos et al., 1995; Iriki et al., 1989).

To assess these predictions quantitatively, we collected the
ground truth in form of network nodes representing regions func-
tionally associated with these 10 gene sets from literature (Supple-
mentary Data 2). We calculated the F;-score (Van Rijsbergen, 1979)
of precision and recall for a binary classification of the ordered
voxel-wise p-values. We used this with first order network mea-
sures (expression site; genetic weight at the node itself; gene ex-
pression synergy tested voxel/grid point-wise to random drawn
gene sets) and second order network measures (incoming &

outgoing node strength from/to nodes with accumulated genetic
weight, as well as hub score, authority score, closeness, between-
ness, and eigencentrality) (Fig. 2B). The computational predictions
correlated significantly with the known functional neuroanatomy
from literature (Fig. 2B, green box), indicating that GWCAs assemble
meaningful functional neuroanatomical maps from genetic data.

For expression sites, hubs & authorities, eigencentrality and
ingoing & outgoing node strength, the F1 scores were significantly
better than random (Fig. 2B, grey box). The predictive power in-
creased from first order measures (Fig. 2B, red box) to second or-
der measures (Fig. 2B, green box). This indicates that second order
network measures detected regions not identified by gene ex-
pression synergy alone, yet are integrated within the same neu-
roanatomical map. Results for node strength showed that the
prediction accuracy was superior to other network measures, and
is therefore sufficient for further analysis. Importantly, the GWCA
was calculated at 100 pm voxel resolution, free from a priori
constraints from anatomical annotations and fully compatible with
small rodent MRI. Thus, it is suitable to refine structure-function
relationships beyond neuroanatomical scales and has the potential
to identify additional nodes and subdivisions within predefined
anatomical regions with possible distinct physiological functions.

To further support our findings, we overlayed computed func-
tional maps with those obtained experimentally with fMRI. Im-
portant in the context of this paper, pain data offers the possibility
to link genetics with actual fMRI (Hess et al., 2007; Hess et al.,
2011; Heindl-Erdmann et al., 2010) in mice. In fact, for the pain-
related gene sets (Supplementary Note 3, Supplementary Table 3
and Supplementary Data 3 Case 11-15d), the in silico predicted
functional maps in mouse brain were reproducing large portions
of the functional neuroanatomy observed with Blood-Oxygen-Le-
vel-Dependent functional magnetic resonance imaging (BOLD
fMRI data, warped onto the AMBA reference space by optimized
ANTS (Avants et al., 2008) parametrization) in vivo (Fig. 3A and B).
This further substantiates the validity of our approach. While our
method seemed to fit best with sets of >4 genes (Supplementary
Fig. 2), predictions were also informative at the single-gene level.
Functional imaging data of Cacna2d3 mutants, a highly conserved
pain gene, revealed altered thalamo-cortical connectivity and sy-
nesthesia after thermal stimulation in mutant mice (Neely et al.,
2010). The predicted maps computed from Cacna2d3 alone
(Fig. 3A, top right) recaptured pain functional neuroanatomy from
fMRI (Fig. 3A, bottom left, 3B) and pain maps that are affected by
this gene (Fig. 3A, bottom right, Fig. 3B). Nevertheless, the single
gene operations will depend heavily on the gene itself, and so we
recommend using gene sets for the most efficient and accurate
functional neuroanatomy integration.

Taken together, these data show that GWCAs of functionally
related gene sets generate meaningful functional neuroanatomy of
multi-genic brain functions. If applied to many iterations of func-
tionally grouped genes, this type of approach could be extended
for the semi-automated functional annotation and parcellation of
the brain in silico.

3.2. Functional maps from multi-genic meta data

A central aim in basic neuroscience and psychiatry is to un-
derstand how genetic variations control behavioral traits. One of
the challenges is that behavioral traits, as brain functions, are
largely multi-genic. Therefore, identifying the neural circuitry
through which these trait-associated genes contribute to pheno-
typic differences is experimentally hard. Based on these results, we
applied GWCA to explore yet unknown or only partially described
brain circuitry underlying behavioral traits investigated in genetic
screens or association studies. We expanded our analysis on pain
and included fear/anxiety and autism spectrum disorder (ASD)
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Fig. 3. Computed functional maps correlate with BOLD fMRI. (A) Similarity of functional maps nodes predicted for analgesia gene sets and Cacna2d3 gene (top) to nodes
with heat evoked fMRI responses (bottom). (Left) Of the highest ranked predicted nodes for the Analgesia gene set, insular (Al), anterior cingulate (ACA), somatosensory (SS),
motor (MO) and retrosplenial (RSP) cortices, periaqueductal grey (PAG), thalamic (TH, PVT) and hypothalamic (HY) areas correspond to prominent nodes in fMRI. (Right) Of
the highest ranked predicted nodes for the Cacna2d3 gene, striatum (STR), paraventricular nucleus of thalamus (PVT), bed nuclei of stria terminalis (BST), pallidum (PAL),
central amygdalar nucleus (CEA), sensory cortices (somatosensory areas (SS), visual areas (VIS), auditory areas (AUD)) and olfactory tubercle (OT) and correspond to those
identified by fMRI. Color bars indicate —logqo-scaled p-values (top) and heat stimulus responses (% BOLD signal changes) in wt animals (bottom left) or differences (A) in heat
responses between Cacna2d3~/~ and wt animals (% BOLD signal changes in Cacna2d3~/~ - % BOLD signal changes in wt animals) (bottom right). For a detailed list of brain
regions see Supplementary Table 1. (B) Voxel-wise Spearman correlations of p-value maps predicted from pain gene sets with BOLD fMRI responses. The box indicates
median and interquartile range of Spearman's p. Blue triangles indicate the correlation of the individual pain gene sets (top to bottom: analgesia, synaptic signaling,
hypersensitivity, memory, response to drug, cognition, learning or memory, calcium ion transport, calcium signaling, nociception, neurological system process, regulation of

neurological system process, response to pain and response to stress) to wild-type BOLD signal.

gene sets (Supplementary Note 3) from publicly available data-
bases and published meta-studies (Supplementary Table 3). In
some cases, large gene sets were clustered using the DAVID
(Huang et al., 2009) platform to parcellate them into functional
category-linked subsets, and so in those cases genes are not only
related by the analyzed trait, but also regarding sub-functions
annotated in the database. When supplied with these gene sets,
the GWCA extracted meaningful functional maps (Supplementary
Data 3 Case 11-29). These maps, of which node-wise comparisons
are in line with their functional annotation from literature, give a
comprehensive representation of functional genetic synergies
underlying the respective trait (Fig. 4A, green squares).

Extending our approach to human template based on resting
state networks from fMRI (as reference brain network) demon-
strated that the methodology can be generalized to other species
(Fig. 4B). Cross-validation with the meta-studies (Supplementary
Data 4, Supplementary Table 2) reveals similar findings for both
species (Fig. 4A and B), demonstrating its versatility for functional
exploration of the human brain in health and disease in silico.

Of note, within the mouse and human framework, the algo-
rithm also identified nodes not yet linked to the query trait,
thereby extracting potential novel elements (Fig. 4A and B, blue
squares) of functional brain networks (see Discussion for details).

4. Discussion

4.1. Integrating genetic, gene expression and connectomic
information

We have shown that GWCA successfully integrates genetic,

gene expression and connectomic information from brain and
genomic initiatives for rapid functional exploration of the brain in
silico. We found that, in the brain, functionally related genes are
not distributed at random but assemble into specific maps, which
recapitulate functional anatomical annotations and/or functional
data from fMRI. Cumulative effects, from expression sites alone
(Fig. 2B, red bar), reflect functional synergies within functionally
related genes, which are not directly fitted by transcriptomic si-
milarities, usually derived from correlative analysis (Supplemen-
tary Note 2). GWCA predictions further improved by second order
network measures, which incorporate functional synergies of local
gene expression that manifest in the context of higher-order in-
teractions within the brain architecture.

Incoming & outgoing node strength (Fig. 2B, green bar) per-
formed best, but not significantly better than hubs & authorities or
eigencentrality. In contrast to these network measures covering the
influence of nodes on networks, betweenness and closeness high-
light the effect of shortest paths in networks (Rubinov and Sporns,
2010). They outlined small distinctive nodes, that are part of func-
tional properties, but failed to predict the entirety of functional
neuroanatomy (explaining the seemingly random F;-score in
Fig. 2B). According to Watts and Strogatz (1998), the influence of
path length measures systematically decreases with increasing
randomness of a network, whereas cluster measures remain high
over a much wider range of randomness. Therefore, this finding
supports the notion that GWCA captures real non-random small-
world networks found in the brain (Watts and Strogatz, 1998).

Moreover, the superior performance by incoming & outgoing
node strength may be explained by the fact this measure captures
best the cumulative genetic effects emerging directly within net-
work nodes and their primary connections through direct genetic
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Fig. 4. Predicting functional maps of behavioral traits from mouse and human genetic meta data. (A) Left, node-wise comparison of predicted mouse functional
anatomy for pain, fear and autism, divided into different functional subcategories, to functional neuroanatomical annotations from literature for the top p-value ranked
nodes. Right, Quantification of the qualitative assessment. There is a significant overlap between predicted maps and functional neuroanatomical annotation (n = 342;
Fisher's exact test, p < 0.0001). (B) Left, node-wise comparison of predicted human functional anatomy for pain, fear and autism, divided into different functional sub-
categories, to functional neuroanatomical annotations from literature for the top 100 p-value ranked nodes. Right, quantification of the qualitative assessment. There is a
significant overlap between predicted maps and functional neuroanatomical annotation (n = 324; Fisher's exact test, p < 0.0001).

(molecular) interactions. In addition, this measure naturally re-
flects that gene expression sampled here takes place in local so-
mata, which builds up the nodes and sources/target sites thereof.
In contrast, path-centric measures like betweenness and closeness
might be better suited for inspecting effects on network routing
which may reflect complex features of higher order dynamic states
in the context of specific neuronal activity, but not the anatomical
node driven network structure influenced by gene expression.
Taken together, by fusing cumulative gene expression and best-

fit network measures, we provide an optimized tool that derives
meaningful functional neuroanatomical maps from genetic
information.

4.2. Refining functional anatomical annotations

When applied to gene sets from behavioral genetics, we de-
monstrated that our workflow can extract putative effector net-
work nodes as functional brain maps which can be used to explore
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trait-specific circuitries. These explorations allowed us to refine
several known functional neuroanatomy (Fig. 4, green squares).
For instance, the anatomy of thalamo-cortical and cortico-cortical
connections in thermal pain processing can be dissected to fine
anatomical resolution (e.g., Supplementary Data 3 Case 11E, red
arrows, note layer specificity) which could not be achieved with
fMRI (Fig. 3A, wt). GWCA, when based on startle response QTLs,
extracted a specific and strong connection between PVT and cen-
tral amygdala (Supplementary Data 3 Case 22E, red arrow). In-
terestingly this connection recently emerged as central element in
fear control (Do-Monte et al., 2015; Penzo et al., 2015). Similarly,
for ASD, we identified many cortico-cortical connections (Sup-
plementary Data 3 Case 23-29E, red arrows) with prediction ac-
curacy reaching individual layers. Among similar lines, the method
uncovered circuitry within regions functionally not yet commonly
associated with the respective trait: for instance, the functional
association of visual cortex with pain processing (Supplementary
Data 3 Case 13, 14, 15E, Supplementary Data 1) (Gopalakrishnan
et al., 2015), motor cortex with startle response (Supplementary
Data 3 Case 22E) (Kiihn et al.,, 2004) and hypothalamic circuitry
with autism (Supplementary Data 3 Case 27E, Supplementary Data
1) (Kurth et al., 2011). This can be particularly useful to link genetic
variance and neurophysiology in mental diseases with unknown
etiopathology (with e.g., gene associations from GWAS studies as
input).

5. Conclusion

GWLCA significantly adds to the understanding of structure-
functional relationships for several reasons. First, it allows for
generating functional neuroanatomical maps from genetic data.
Second, when performed iteratively with multiple functionally
grouped gene sets at larger scales, this allows to genetically define
functional parcellation of the brain. Third, when applied to func-
tional gene sets from meta-studies or behavioral trait analysis, it
allows to rank order brain circuits according to their role in that
given function or behavioral trait. These candidate circuits can
then serve as entry points for further functional validation, e.g.,
with opto- and pharmacogenetic methods.

The functional relation underlying our study can be exploited
to associate gene sets with specific brain functions or brain func-
tions with specified gene sets (Supplementary Fig. 1). Importantly,
our strategy applies to other neural systems (beyond mouse and
human) for which genetic information, gene expression maps and
connectomes are, or will be, available and allows exploration of
functional brain organization in cases where actual functional data
is difficult, if not impossible, to obtain.

Taken together, GWCA emerges as a timely tool for mining
genetic and brain initiatives for insight into the genetic and
functional organization of the brain and mind. This study high-
lights synergies that emerge from fusing data across different
platforms and should spark discussions about similar strategies in
the future.
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Supplementary Information
Supplementary Figures 1-2.

Supplementary Data 1. P-values of first and second order effects for all cases based on
region (mouse and human).

Supplementary Data 2. Ground truth generated from literature.

Supplementary Data 3. Functional neuroanatomical maps, significant regions and
network visualization of all cases used in this paper for mouse.

Supplementary Data 4. Significant regions of all cases used in this paper for human.
Supplementary Data 5. Gene sets used in this paper

Supplementary Table 1. Anatomical abbreviations.

Supplementary Note 1
1. Mouse Data

The mouse connectome was retrieved as (structural) connectivity from all 2173 available
injection sites (state March 2016) to their target sites given as image data, detailing
projections labeled by rAAV tracers via serial two-photon tomography (Oh et al. 2014).
Those sites are added up to a connectivity matrix which covers about 15 percent of the right
hemisphere as source regions, and about 100% as target regions. The AMBA connectome
(right hemisphere injections) was mirrored onto (left hemisphere) AMBA gene expression
data. In order to also take weak connections into account, the connectome was binarized by a
threshold according to Oh, S. W. et al. (Oh et al. 2014), Extended Data Figure 7, that
minimizes the amount of false positive connections. The gene expression density is
interpolated to a 100 micron resolution to match the resolution of the connectome. A Matlab
script for downloading the gene expression for T and for G, as well as the AMBA
connectome is provided on request.

2. Human data

Gene expression by region retrieved from the Allen Human Brain Atlas (Hawrylycz et al.
2012). The Allen Institute provides an affine transformation to MNI152 (Fonov et al. 2011)
space by its API. We used resting state functional connectivity from the Human Connectome
Project (Glasser et al. 2013), which is also in MNI152space (Fonov et al. 2011). Data
normalization was performed in a robust way (median/mad) since fewer data points are more
sensitive to outliers compared to mouse data.
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3. Mathematical description

3.1 Input data:

We expect that the spatial brain gene expression data and the voxel/grid resolution
connectivity data are pre-aligned to a common reference space.

We retrieve for each n grid position pi € R3 i=1,...,n and each available gene g; in the mouse
genome G ={gj}i-1.m (or at least a random drawn subset) the gene expression density vector

di(G) = (di,....,dim) | i1=1,...,n
and store it as gene expression density matrix

D(G) = (di(G),.....dn(G))Ti=1.n= (dij) i=1.n j=1.m € R™¥™
We define the input as a function/trait associated set T = {tk}k-1,...1 of genes out of a genome-
wide set G, resulting in the expression density matrix D(T) € R™. Respectively, di(T)

denotes a gene expression density vector for subset T.

3.2 Normalization:

Bias introduced by spatial variance in gene expression density is compensated by the
standardization (Z-Score) of D(T) genome-wide, such that expression density distributions at
every spatial position are standard-normal distributed over G:

djeene nomalized = (i i )/ o | Vdik € D(T)
where pi = w(di(G)) and i = o(di(G)).

Subsequently, standardization is performed for Dgene normalized (T) = (* d;gene normalized) jpy theijr
spatial distribution pattern to adjust for differences between genes within the overall brain
expression density:

- lized — lized lized lized
d; kger;e s;)ace normalized _ (dikgene normalized _ I gene normalize ) / oj | V (jgene normalized & pygene
normalize (T)

where I gene normalized —u ( digene normallzed(T)) and oj gene normalized -G ( digene normallzed(T))‘

For the AMBA data set we replaced missing values with 0 (which is the most likely value
that a value can have after normalization in genome space) for the calculation of p; and o; to
compensate for missing lateral slices.

We define the gene expression synergies si(T), 1 =1,...,n at a grid positions pi, i=1,...,n for
gene set T asthe trimmed means of the gene-space normalized gene expression density
values for all genes in set T.

i = Htrimmed(digene_Space normalized(T)) | izl,. .0
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The functional relation between genes and neuroanatomy is expressed by weighting either
incoming or outgoing connections of every grid position by S. Given the directed AMBA
connectome as a connectivity matrix

C= (CVW)V,W:I..H ;C egR"x*n

where the rows represent the source regions, the columns target regions, either an incoming
Cweighted in o oytgoing CWeighted out wejohted directed connectome is defined as

i weighted out
(Ceighted out — Cyw & )W: I,...n= Sy * (va)w= I,...,n | Vv=1ln

i i weighted in
(Cweighted in — Cvw & )v: l,...n = Sw * (va)v: L...n | Vw=1.mn

3.3 Effect calculation:

To account for higher order synergies within functional maps, we computed those maps from
local network measures (Rubinov and Sporns 2010) of the weighted connectomes C*eighted in
and CVeighed ot The incoming node strength (sum of incoming connections for every node)
of Cweighted in and Cweighted out is defined as

i . _weighted out weighted out

INwelghted out — ip g — \'n 1 g | Vv=1.n
i i .__weighted in weighted in

INwelghted n— ipn g —\y'n g | Vvv=1.n

v w=1“*vw

and the outgoing node strength (sum of outgoing connections for every node) as

weighted out _ weighted out _ wn weighted out _
ouT"# = out,, = Dw=1Cyw | Vw=1.n
weichted in _ weightedin _ o weighted in _
ouT" e = out,, = 2v=1Cyw | Vw=1.n

3.4 Statistical evaluation:

We compared the position-wise node strength measures to randomly drawn gene sets
(n=1000) from the genome-wide set G by Z-tests and adjusted the False Discovery Rate
(FDR) the Benjamini-Hochberg (Benjamini and Hochberg 1995) method.

The significance of INVeighted ot cap be interpreted as nodes that are receiving from primary
expression sites (regions with high S), while OUT#hed i shows regions projecting to
primary expression sites. P-value calculations of INWeightedingnd QUT™eighted out pre
numerically equal to the p-value calculation of S (for a node degree>0), since for those cases
the sum of incoming and outgoing connections are constant factors when compared to
random effects. We point this out to clarify the p-value calculation of INVveighted in apq
ouTveighedout can be substituted by S for computational reasons.

.__weighted in

iny @M — 3m (s e ) =sv* Shog cw | Vv=Lon
weighted out _ wn %* _ x \"M Vw=1

out,, = 2v=1 (Sw va)_sw 21;:1 Cvw | w=1l.n
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3.5 Output:

A p-value map (a p-value for every grid position) for every effect. In this paper, S, IN"ei
out’ QUTeighted nare ysed due to their fast computation, simplicity and biological
significance.

4. Code availability

The code for retrieving data (gene expression, mouse connectome) from the AMBA API
consists of a Matlab script whose single input parameter is a .csv with function/trait
information as a list of gene symbols and Entrez IDs. The main algorithm was implemented
as an R-script that uses the generated files (downloaded data from AMBA) of the Matlab
script to normalize, calculate and carry out a statistical evaluation to generate p-value maps
and structural network visualization for every testcase. The statistical evaluation, which was
randomized because of the extent of the computational task, is parallelized.

MATLAB- and R-codes are publically available under an open source license (BSD License)
for non-commercial use at https://github.com/NeuroscienceTools/GWCA.

5. Figure generation

Figures were generated with a R-script that will be provided on request. It uses the p-value
maps of the method to generate slice-views of different effects, heatmaps with statistical
measures of the effects and gene expression, clustered networks, csv-files with raw data and
precision-recall heatmaps (for data with ground truth).

1. Slice-views: Slice-views show 11 maximum intensity projections of 5 sagittal slices each
of a 132x80x114 voxel volume (which represents grid positions) that shows the left
hemisphere of the mouse brain, interpolated (gaussian) for higher resolution images. Slice-
views are used to visualize a log-scaled mapping of first order p-values (of S), second order
incoming node strength IN (regions that are targets of first order regions) and second order
OUT (regions projecting to first order regions). At the bottom-right corner is a color-bar,
indicating the minus logio-scaled p-values, the threshold for false positive FDR (10% solid
line, 5% dotted line). Slice-views of all testcases can be found in Supplementary Data 3 Case
1-304, B, C.

2. Heatmaps: Heatmaps in Supplementary Data 3 Case 1-30D and Supplementary Data 4
show the log-scaled p-values of first and second order effects as well as single gene effects
(gene expression density of a gene vs gene expression density of the genome) for every
significant region (a region that has at least one voxel with significant first or second order
effect). The regions are color-coded (on the left side) corresponding to the AMBA, and given
by their acronym on the right side. Similar information can be found in the attached csv files
(Supplementary Data 1) which contain the region-wise p-values of first and second order
effects.

3. Clustered network graphs: We clustered our test sets via hierarchical clustering with
Ward's Criterion (Murtagh and Legendre 2011) using the R function hclust (*,
"ward.D2"). To ensure that voxels with similar connections are within the same cluster, they
are clustered by their Pearson-correlation coefficient of their connectivity. To visualize the
clusters, we plotted a sagittally-projected heatmap of their combined p-value (minimum p-
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value of effects), surrounded by region labels. The connectivity between clusters is shown by
the sum of connectivity (normalized by cluster size) between the clustered regions given as
grey-scale. All graphs can be found in Fig. 24 and Supplementary Data 3 Case 1-30E.

4. Fi-score bar-chart (Figure 2B): Based on available ground truth from the literature
(Supplementary Data 2), we calculated the Fi-score (Van Rijsbergen 1979) based on the
precision and recall for a binary classification of ordered p-values. It doesn't take the true
negative rate into account, which is acceptable for the following reason: The literature-based
ground truth is region based. This means we can identify

= true positives (a positive classified voxel within a region of the ground truth)
» false positive (a positive classified voxel outside a region of the ground truth)

but not

= true negative (a negative classified voxel outside a region of the ground truth),
since the total set of regions of the functional neuroanatomy are still unknown

= false negatives (a negative classified voxel within the ground truth), since it is
possible that only a subset of the ground truth region is specific for functional
neuroanatomy.

For the calculation of the Fi-score, respectively precision and recall, the precision is
computed as the ratio of true positive voxels to the amount of positive voxels. For a voxel-
based recall, a false negative rate would be necessary, and so we used the region-based recall,
the ratio of positive classified regions to ground truth regions. We defined a positive classfied
region if at least 5% of the voxels of a region is positive (to account for noise). P-value maps
for the Fi-score bar chart were computed at 200 micron resolution due to extensive
computational network measures.

5. Validation table (Figure 4): A region-wise ground truth for pain, fear and anxiety related
genes sets was derived from literature (Supplementary Note 3 and Supplementary Table 3)
which devides brain-regions in "expected" (true positives) and "not expected" (true negatives)
regions for every gene-set. We used a binary classification of ordered p-values, analogues to
the Fi-score bar-chart but with one difference: Since "not expected" represents "true
negative" regions, we maximized the youden's index (Sensitivity + Specificity -1) (Youden
1950) of the prediction. The threshold for binary classification was choosen to maximize the
youden's index, and limited to significant p-values (FDR<=10%), i.e. not-significant regions
were always classified as negatives.

6. Gene set selection

Genes for testsets were either selected by manually compiling them by literature research on
genes for which functional associations and functional neuroanatomy are comprehensively
documented (Section 3.1 Figure 2B), or from multigeneic meta data (Section 3.2, Figure 4).
Validation of manually compiled gene sets in Figure 2B showed a mean F1 score of 0.77
across 10 testes when compared to the ground truth. Correctly predicted voxels that are
related to the functional association of their gene set were significantly (FDR<=10%)
different from random drawn gene sets. In contrast, gene sets from multi-genic meta data
were defined by genetic screens or association studies, and therefore did not underly a
manual selection of genes according to their functional neuroanatomy. Those sets may
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contain genes that do not show gene expression synergy with the others or not/ubiquitously
brain expressed genes. This leads to unspecific synergies across the brain, respectively a low
contrast between high and low synergy areas. Furthermore, low-contrast synergy reduces
significance of their difference to random drawn gene sets.

To improve the contrast of a gene set T we sought to remove those genes not contributing to
the synergy (see above), so that the resulting subset t,,; maximizes the standard deviation of
the synergy across the brain.

topt = arg max(o(S(t)) * \/n_t)
tEP(T)

where P(T) is the power set of T (set of all subsets of T), G(S(t)) the sample standard
deviation of the synergy across the brain (synergy of all voxel) of the gene set t € P(T). The
median absolut deviation (MAD) was used as estimation for o to be more robust against local
strong peaks in synergy. Since the synergy is defined as the trimmed mean, G(S(t)) needs to
be corrected by the factor \/n_t according to the central limit theorem to adjust for different
sample sizes n;. Otherwise the sample standard deviation would depend on the sample size.
To avoid maxima of small t,,, that do not represent the overall structure of S(t), we limited
the optimization by

PS(®),S(tope) = €

which means that the pearson correlation coefficient p, between the synergy S(t) and the
synergy of the optimized set S(t,,;), must be greater than a certain threshold . As a
consequence, S(t,,)will have a higher contrast than S(t), while showing synergy on similar
regions. We found that & = 0.75 (for human) and € = 0.95 (for mouse) and showed the best
results after validation with the youden's index on test cases used in Figure 4 (see
Supplementary Note 1 Section 5.5 for details on validation).

Finding t,,; has been performed by using a genetic algorithm from the R package genealg
(Willighagen 2015) adapted for parallel computing. To see if the genetic algorithm produces
consistent results with gene sets already associated with functional neuroanatomy, we first
tested it with the manual compiled literature sets. Supplementary Table 4 shows the effect of
the optimization on the amount of genes in the genesets (#), the validation with ground truth
(F1) and their similarity of the resulting p-value maps with the original gene-set by their
spearman rank-correlation coefficient (cor). Comparing the results of the original set (org.)
with the sets after optimization (after opt.) showed that in most cases, only 0 or 1 genes were

sorted out, in others é (especially at the larger sets Feeding and HPA Axis Central Control).

Comparison with ground truth showed that the F1 score was on average equal before and
after optimization. The high correlation of the p-value maps indicates that the removed genes
do not have a large influence on the gene expression synergy. Further we added random
genes to the optimized sets (25%, 50% and 75% of their size) to assess the stability of the
optimization. It showed that the amount of genes that were left were independent of the
amount of random genes (comparison of avg #opt), but the amount of random genes could be
reduced (from 25% to 8,7%, 50% to 17% and 75% to 23%).
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We also validated the optimization on random testsets (n=400), with different sizes
(5,10,20,30). Under an FDR=10%, the mean amount of significant voxels across different p-
value maps (gene expression synergy, incoming node strength, outgoing node strength) was
10% of the brain, independent of the set size. Therefore, the false positive results of random
sets, optimized with the genetic algorithm, are still equal the expected error rate.

We applied gene set selection for pain, fear and several autism related gene sets for human
(Supplementard Data 4 Case 1-7, 8-9, 11 and 16) since they did not show significant
difference to random drawn gene sets due to low contrast. This improved the mean youden's
index of Figure 4 (human) from 0,314 to 0,62. Applying the gene set selection to all test cases
in Figure 4, the mean youden's index did not improve significantly (0,44 to 0,45 for mouse
and 0,62 to 0,64). The original gene sets for mouse and human, as well as the optimized gene
sets for Supplementary Data 4 Case 1-7, 8-9, 11 and 16 are listed in Supplementary Data 5.

Gene-set org. after opt. +25% random +50% random | +75% random
# F1 | # | F1 | cor avg #opt avg #opt avg #opt

Social bonds 8 1091 | 8 ]0.91 1 8 (14%) 7.9 2%) 8 (27%)

Central Amygdala | 4 (044 | 4 | 044 | 1 4 (14%) 4 (27%) 3.75 (32%)

Microcircuitry

Dopaminergic 10 | 0.77 | 10 | 0.77 1 9.3 (6%) 9.5 (18%) 9.25 (21%)

system

Feeding 30 |1 0.80 | 20| 0.80 ] 0.89 18.1 (8%) 17.1 (18%) 16.75 (25%)

HPA Axis Central | 29 | 0.82 | 20 | 0.85 | 0.95 14.6 (5%) 15.1 (12%) 15 (15%)

Control

HPA Axis | 16 [ 082 | 12 | 0.85| 0.95 10.3 (6%) 10.3 (6%) 10.5 (13%)

regulation

Hypothalamic 4 1055| 4 ]0.55 1 4 (14%) 4 (27%) 4 (29%)

Input to Central

Amyg.

Social behavior 12 1 0.89 | 12 ] 0.89 1 11.3 (6%) 11.6 (14%) 11,5 (23%)

Long Term | 11 | 0.89 | 7 | 0.87 | 0.94 6 (1%) 6.5 (4%) 6.5 (16%)

Potentiation

Synaptic plasticity 10 {083 ] 9 10.79 | 0.95 8.2 (15%) 7.7 (25%) 8.25 (32%)

Average: 8.9 (8.7%) 8.9 (17%) 8.9 (23%)

Supplementary Table 4. Performance of the contrast optimization on manual compiled
genesets. The table shows the amount of genes (#), the F1 score calculated with ground truth
(F1) and the spearman rank correlation of the p-value maps to the original gene set (cor) as
well as the mean amount of original genes after optimization (avg #opt). The brackets show
the percentage of random sets that are still left. The table contains the original gene set (org.),
the gene set after optimization (after opt.) and the gene set after optimization with random
genes added (+% random).

7. Technical resources

We used the Amazon elastic cloud computing service with an "r3.8xlarge" instance (32 cores,
244 GB RAM) (Amazon 2015). More than 100 GB RAM is recommended, 40 GB alone to
hold the connectivity matrix in the memory. Additional memory is needed for parallel
processing (approximately 3 GB per core). We tested the R-scripts with 30 cores. The
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computation uses about 200 GB Ram and takes between 1 and 2 hours per testcase
(depending on the amount of genes in a set) to calculate the p-values for first and second
order effects. The clustering for the circle-graphs are also parallelized. Depending on the size
of the significant areas, clustering takes between 30 minutes to 3 hours.

8. General statistics

Unless indicated otherwise, data were tested for normality by Kolmogorov—Smirnov or
D'Agostino & Pearson tests at a<0.05 and analyzed non-parametrically if tests didn’t pass.
Predicted functional neuroanatomy maps were compared to ground truth from fMRI using a
Spearman correlation of the —logio-scaled voxel-wise p-value of predicted nodes, set to
p=1073 for all p<107, to BOLD heat responses of wt animals or differences in BOLD heat
responses in Cacna2d3 mutant vs. wt animals, respectively. To compensate for registration
errors between the AMBA reference space and fMRI data, these comparisons were
performed on volumes downsampled to 400 pum spatial resolution.

Supplementary Note 2

Investigating functional and structural brain network data and its analysis is an ongoing
challenge (Bullmore and Sporns 2009). Bullmore and Sporns (Bullmore and Sporns 2009)
described the exploration of structural and functional brain networks as a multi-stage
approach, beginning with the separate creation of structural and functional connectivity
matrices based on anatomical parcellations. Network measures, such as Node degree, Node
strength, Hubs, Authorities, Centrality, Betweenness etc., indicate network properties of
interest when compared to equivalent measures of a population of random networks (null-
distribution). A local (region-wise) or global (Mantel-test) (Mantel 1967) comparison reveals
functional and structural correspondences of the networks.

The integration of genetic information facilitates insight into the influence on neuronal
activity and structural organization of the brain (Leon French and Pavlidis 2011). French and
Pavlidis (Leon French and Pavlidis 2011) compared cortical and subcortical regions of a rat
connectome (Bota, Dong, and Swanson 2005) and AMBA gene expression data (Lein et al.
2007) using Spearman’s rank correlation to show that brain regions with similar expression
patterns have more similar connectivity profiles. The similarities are close enough that a
computational model by Ji et al (Ji, Fakhry, and Deng 2014) could predict structural
connectivity by gene expression profiles. 4048 genes with coronal spatial expression data
were used as individual features in a sparse model to obtain a predictive accuracy of 93% on
anatomical parcellations. A follow up study proved that this also works on mesoscale-
resolution (voxels at 200 micron resolution) (Fakhry and Ji 2015).

A combined approach of comparing structural connectivity, gene co-expression correlation
and functional networks was investigated by (Richiardi and Altmann 2015). Resting-state
fMRI networks (default-mode, salience, sensorimotor and visuospatial) were used as a
starting point to identify functionally related cortical regions in mice and humans. The
strength fraction (scaled node strength of gene co-expression networks) between those
regions was significantly more similar than to the remaining brain regions (tested by
permutation tests). Genes that are related to the four functional networks were identified by
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ranking them by their marginal influence on the strength fraction. A gene co-expression
matrix including only top-ranked genes was compared to structural connectivity using the
Mantel procedure (Mantel 1967) and were significant compared to a sample of 10,000
random gene sets. (L French, Tan, and Pavlidis 2011) used Spearman’s rank correlation
between node degree of structural connectivity and gene co-expression of gene sets related to
Gene Ontology groups (cellular composition and biological process) to assess how structural
connectivity is genetically driven. Connectivity related Gene Ontology groups were also used
by Fulcher and Fornito (Fulcher and Fornito 2016). They showed that the mean gene co-
expression correlation of groups related to biological processes are higher for connections
involving structural “hubs” (node degree over threshold) vs non-hubs indicates topological
specializations of interregional connections. Structural network hubs were also found to
correspond to known functional networks from the literature (Rubinov et al. 2015; Whitaker
et al. 2016). Compared to other studies (Richiardi and Altmann 2015; Fulcher and Fornito
2016; Leon French and Pavlidis 2011; L French, Tan, and Pavlidis 2011) which used node
strength or variations of it, Rubinov and Sporns (Rubinov and Sporns 2010) assessed other
structural network parameters, such as community structures, hierarchical modules, high-low
cost sub-networks etc.

An overview of related work and its modalities can be found in Supplementary Table 1.
Apart from Fakhry and Ji (Fakhry and Ji 2015), who used high-resolution prediction, the
studies cited were computed on anatomically parcellated mouse brains (Richiardi and
Altmann (Richiardi and Altmann 2015) also used human data). Our approach was performed
on 100-micron grid parcellation. In contrast to Richiardi and Altmann (Richiardi and
Altmann 2015), where functionally related gene sets were products of their marginal
influence on resting-state networks, we used functionally-linked gene sets as the entry point
of our method. Fulcher and Fornito, as well as French et al. (Fulcher and Fornito 2016; L
French, Tan, and Pavlidis 2011) showed the influence of Gene Ontology groups of biological
processes on structural networks, while our approach utilized sets from gene association
studies (database-mining, QTL analyses or SNPs) and that can be directly linked to certain
behavioral or mental features. Known functional networks from the literature confirmed our
results as well as the correlation with resting state fMRI.

Comparing gene co-expression correlation to structural connectivity is a common approach
for assessing brain structures with genetic functionality (Richiardi and Altmann 2015;
Fulcher and Fornito 2016; Ji, Fakhry, and Deng 2014; Fakhry and Ji 2015; Leon French and
Pavlidis 2011; L French, Tan, and Pavlidis 2011; Rubinov et al. 2015; Whitaker et al. 2016).
The novelty in our paradigm is weighting structural connectivity with functionally related,
cumulative gene. It is not only comparing networks, but it shows the direct effect of
functionally related gene expression on brain anatomy. Those effects were encountered by
node strength, which we proved to be a sufficient indicator, but also with various other
network measures.

Supplementary Note 3

Pain sensation is biomedically one of the most important brain functions. While physiological
sensation is essential to protect the organism and to avoid harm, it is very often a result of
diseases or pathological/abnormal processes when the sensory information does not reflect
the factual danger from the environment. Pain gene sets from mice and human sutdies were
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taken from literature and databases (Supplementary Table 3) (LaCroix-Fralish, Ledoux, and
Mogil 2007; Neely et al. 2012, https://doi.org/10.1016/j.neuroscience.2016.04.041), pre-
clustered or pre-assigned to subcategories based on behavioral phenotype (nociception,
analgesia, hypersensitivity) or functional annotations (Gene Ontology: synaptic signaling,
memory, response to drug, cognition, learning or memory, calcium ion transport, calcium
signaling (calmodulin binding associated genes related to pain processing), neurological
system process, regulation of neurological system process, response to pain and response to
stress). For the human case we chose a metastudy combining SNPs associated with pain
sensitivity or we extracted subcategories (obtained using the DAVID platform based on
functional annotation) from the database for pain-related genes. We also used the Calcium
signaling category as a set based on evolutionary conserved pain genes. Importantly, the
effector networks from most of these gene sets could be linked to known pain-related areas in
the brain (Tracey 2008; Denis et al. 2015; Hess et al. 2007; Heindl-Erdmann et al. 2010), but
also other regions such as piriform and entorhinal cortices, nucleus accumbens and VTA
(Fig. 44, Supplementary Data 1). Functional neuroanatomy maps from these gene sets, and
the single gene Cacna2d3, were also compared to fMRI pain responses of wt and mutant
animals, respectively (Neely et al. 2010) (Fig. 34). The maps derived from the gene sets were
similar to the expected pain network from the mouse fMRI (Fig. 34). The Cacna2d3-
dependent maps identified by our method retraced Cacna2d3’s functional genetic effects on
pain processing in fMRI in regions like striatum, olfactory areas, somatosensory cortex,
hippocampus, hypothalamus, paraventricular nucleus of thalamus (PVT) and basal ganglia.
Similarly, for the human gene sets (Fig. 4B), we obtained the brain regions known to be
involved in pain processing, including central grey, PVT, insular and somatosensory cortex,
but also VTA — as in the mouse case — or higher order associative cortices which are
responsible for self-awareness and conscious perception of pain.

Fear and anxiety-related genes were retrieved from JAX QTLs database (mouse) or from
literature (mouse and human) (Santos, D’ Amico, and Dierssen 2015; Eppig et al. 2015), pre-
assigned to behavioral phenotypes (startle response, exploration, anxiety, depression and
panic disorder). Again, the computed maps (mouse and human) contained nodes with a fitting
functional annotation, like fear-related regions in the amygdalar complex, prefrontal cortex,
thalamic or midbrain structures (Katche et al. 2013; Ferreira et al. 2003; Bradfield and
McNally 2010; Garcia et al. 1999; Schoenbaum, Chiba, and Gallagher 1998; Morrison, Dias,
and Ressler 2015). Moreover, the main nodes detected by our method are in line with their
associated functional subcategory, e.g. startle behavior was linked to insular cortex and PVT,
while mental disorders were linked to insular cortex, ACB and VTA (Fig. 44). For the panic
disorder category, we can see differences in cortical regions identified for mouse and human.
For example, human data, unlike the mouse, lacks vimPFC, somatosensory or motor corices,
while we did not detect the auditory cortex in the mouse brain (Fig. 4).

For autism-related genes, we retrieved 183 genes implicated in behavioral phenotypes in
mouse models of ASD and 739 autism-associated genes in humans from Autdb database
(Basu, Kollu, and Banerjee-Basu 2009) and clustered the genes with DAVID (Huang,
Lempicki, and Sherman 2009), for further analysis, we chose functional annotation categories
that were the most relevant for ASD modeling: linked to behavior, cognitive abilities,
synaptic functions and cellular level processes. Similar to the other gene sets, the
computationally predicted maps contained nodes related to autistic brain function (Kennedy
and Adolphs 2012; Critchley et al. 2000; Sahin and Sur 2015; Bickart et al. 2014; McAlonan
et al. 2005; Zhan et al. 2014; Bourgeron 2015; Anomal et al. 2015; Santos, D’Amico, and
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Dierssen 2015), in the case of the human brain several cortical, subcortical and cerebellar
areas were not identified (Fig. 4B).

To sum up, we were able to identify most of the known functionally involved brain regions
for all of the investigated categories based on mouse and human data. Additionally, for
different specific subcategories the method identified functionally relevant structures which
were found at the highest positions in rank-order lists. Taking together all the data, the
method can also be a useful tool for identifying novel functional targets, potentially involved
in traits linked to the genetic input. With this, we can bridge already known functional
systems using potential new -still unexplored - connections or even identify new functional
networks. For more detailed information please see Supplementary Data 1, 2, Fig. 3,
Supplementary Data 3 Case 11-29 (for mouse) and Supplementary Data 4 (for human).
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Supplementary Figure 1. Principle predictions from
genetic and connectomic brain data. (A) Predicting
functional brain maps from fusing genetic information (e.
g., from genetic association studies) with genetic and
connectomic brain data (this study). (B) Identifying genes
underlying a specific behavioral trait from fusing
functional brain maps (e. g., from literature, fMRI) with
genetic and connectomic brain data. (C) Assigning a
behavioral trait to a set of genes from fusing genetic and
connectomic brain data with functional brain maps (e. g.,
from literature, fMRI).
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Supplementary Figure 2. Size of gene sets and prediction reliability.
The reliability of the predictions (comparison of the functional maps
predicted for 10 test sets vs. ground truth from literature (Fig. 2B, right
bar) and of the functional maps predicted for pain sets vs. actual fMRI
(Fig. 3B)) plotted against the gene set size in these comparisons. There is
no significant correlation (Spearman correlations p(F1 scores)=0.2577,
p=0.4674, n=10 and p(p)=-0.06093, p=0.8319, n=15).
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Abstract Recent advances in neuro-imaging allowed big brain-initiatives and consortia to create vast resources of
brain data that can be mined by researchers for their individual projects. Exploring the relationship between genes,
brain circuitry, and behavior is one of the key elements of neuroscience research. This requires fusion of spatial
connectivity data at varying scales, such as whole brain correlated gene expression, structural and functional
connectivity. With ever-increasing resolution, these tend to exceed the past state-of-the art in size and complexity
by several orders of magnitude. Since current analytical workflows in neuroscience involve time-consuming
manual data-aggregation, incorporating efficient techniques for handling big connectivity data is a necessity.

We propose a novel data structure enabling the interactive exploration of heterogeneous neurobiological
connectivity data with billions of edges. Based on this data structure we realized Aggregation Queries, i.e. the
aggregated connectivity from, to or between brain areas allows experts to compare the multimodal networks
residing at different scales, or levels of hierarchically organized anatomical atlases. Executed on-demand on
volumetric gene expression and connectivity data, they allow an interactive dissection of networks in real-time
and based on their spatial context. The data structure is optimized in order to be accessible directly from the hard
disk, since connectivity of large-scale networks typically exceeds the memory size of current consumer level PCs.
This allows experts to embed and explore their own experimental data in the framework of public data resources
without the need for their own large-scale infrastructure.

Our data structure outperforms state-of-the-art graph engines in retrieving connectivity of arbitrary user defined
local brain areas. We demonstrate the feasibility of our approach by analyzing fear-related functional
neuroanatomy in mice. Further, we show its versatility by comparing multimodal brain networks linked to autism.
Importantly, we achieve cross-species congruence in retrieving human psychiatric traits networks, which facilitates
the selection of neural substrates to be further studied in mouse models.

Introduction

Recent brain initiatives, such as the Allen Institute (Oh et al. 2014; Hawrylycz et al. 2012; Lein et al. 2007), the
Human Brain Project (Markram et al. 2011), the WU-Minn Human Connectome Project (Van Essen et al. 2013),
and the China Brain Project (Poo et al. 2016), have accumulated large sets of brain data for neuroscience research.
Visual analytics emerges as a promising tool to mine this multimodal neurobiological data for insight into the
functional organization of the brain (K. Li et al. 2012). Such technologies allow the direct exploration of relations
between genes, neuronal circuitry and brain function and can quickly add context to experimental findings.
However, the major challenges for visual analytic workflows arise from accessing, fusing and visualizing spatial
brain data, such as brain gene expression, structural and functional connectivity, and non-spatial data, like genes
associated with a given brain function. A particular challenge when exploring such heterogeneous neurobiological
data is the alignment of their spatial reference. Depending on the data acquisition technique, it can be volumetric
or region-wise, and different resources are not necessarily in the same reference space. This can lead to time
consuming workflows that involve manual aggregation of the data that do not work continuously on different
scales.

The entry point for many neuroscience workflows are local brain regions/areas and/or gene expression sites (sites
where the gene creates products, such as proteins (Lein et al. 2007)) that are linked to a specific brain function.
The functional annotations of such sites are typically the results of neuronal recording, imaging, optogenetics and
behavioral neurogenetic studies (e.g. amygdala subnuclei in emotional processing (Haubensak et al. 2010; Kim et
al. 2017)). The knowledge of where these local regions/areas- and/or primary expression sites are connected to, is
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a first step to relate them to a specific brain circuit or a particular function. This information is encoded in so called
spatial networks. In these networks, nodes represent regions/areas in the brain, while edges describe their structural
(Oh et al. 2014), functional (Betzel and Bassett 2017) or genetic (Richiardi and Altmann 2015)
relation/connectivity. Since the size of these networks increases squarely to the number of nodes, these networks
can easily grow to hundreds of gigabytes, with billions of edges.

Comparing different types of connectivity is essential for identifying neural circuits. For example, two brain
regions can have a high structural connectivity (a connection via neurons) but do not necessarily express the same
genes (e.g. a so called ligand-receptor binding (Young and Wang 2004)). Depending on data acquisition
techniques, different types of networks are not necessarily available at similar resolution and scale (Betzel and
Bassett 2017). Besides being time-consuming, up-sampling networks to higher resolutions requires more storage
space, while down-sampling to a lower resolution or even region-level would waive information. When operating
on different anatomical scales, i.e. different levels of anatomical parcellation, it is necessary to perform cumulative
operations on these networks (e.g. calculate region-wise connectivity from voxel-wise connectivity, aggregate
voxel-connectivity of brain areas) to map the networks’ common brain space. In this case large parts of the network
need to be loaded and aggregated. The size and complexity of these networks created a need for sophisticated data
handling techniques to allow further analyses and exploration (Bassett and Sporns 2017).

Several interactive frameworks for querying connectomic data in neuroscience have been published in recent years.
The Allen Brain Institutes’s BrainExplorer as well as its web interface (Oh et al. 2014) can identify pre-computed
incoming and outgoing connections of pre-defined locations (injection sites) and anatomical regions in mice.
Meso-scale source/target sites are visualized in 3D at voxel level. For quantitative examination this data is ordered
by brain region and shown in a list. Although this is an easy-to-use tool for neurobiologists, results cannot be
compared directly to other connectivity data or examined with respect to user-generated data. Other tools allow to
locally explore the connectomes built by neurons traced on a single EM stack (volumetric electron microscopy)
like CATMAID (Saalfeld et al. 2009) and ConnectomeExplorer (Beyer et al. 2013). They are working on a local
level of a single network with a fixed scale. This also applies for Sherbseondy et al. (Sherbondy et al. 2005), who
used queries on volumes of interest and pre-computed pathways to explore diffusion tensor imaging data, and
Tauheed et al. (Tauheed et al. 2013), who developed tree-based spatial management techniques for dense spatial
neuron simulations.

The problem of efficiently querying large-scale spatial networks was originally addressed by different domains,
particularly on transportation/road networks (Barthelemy 2010). Early approaches in optimizing local queries on
road network data were proposed in 1997 by Shekhar and Liu (Shekhar and Liu 1997). In principle, network nodes,
and respectively their edges are stored as adjacency list. The list is ordered by a space filling curve, so nodes that
are spatially close are stored on the same disk page. This reduces Input/Output (I/O) costs and therefore increases
query speed. The data structure was further improved by Papadias et al. (Papadias et al. 2003) and Demir and
Aykanat (Demir and Aykanat 2010) with a grid based tree-like hierarchical structure partitioning the spatial
domain to efficiently process range queries (perform queries in circular range around a query point) and successor
retrieval operations (get all successors of a network node).

Further techniques to speed up network queries can be found in the more general domain of graph computation
(Pienta et al. 2015). A common method is the use of advanced caching/paging strategies to hold often accessed
parts of a graph in memory (Kyrola, Blelloch, and Guestrin 2012; Han et al. 2013; Roy, Mihailovic, and
Zwaenepoel 2013; Chi et al. 2016; Leskovec and Sosi¢ 2016). Other approaches apply memory mapping of large-
scale graphs as edge-list files to handle them on the disk programmatically as if they were in the main memory
(Lin et al. 2014). This allows for graph processing with billions of edges on consumer level computers and mobile
devices (Lin et al. 2014; Lin, Chau, and Kang 2013; Chen et al. 2015). LLAMA (Macko et al. 2015) further uses
compressed row storage to harness sparsity. Recent graph computing frameworks such as FlashGraph (Zheng et
al. 2015) further facilitate solid-state disks in combination with minimization of I/O operations to perform out-of-
memory graph analysis algorithms (Ai et al. 2017).

Despite their universal applicability, the lack of spatial optimization results in inferior performance for
Aggregation Queries, i.e. aggregated connectivity from, to or between a set of nodes on spatial networks (see
Section Performance Evaluation). Some of these implementations are tailored to unweighted, binary graphs (Han
et al. 2013; Lin et al. 2014; Chi et al. 2016) that are unsuitable to be generalized to perform Aggregation Queries
on weighted, i.e. non-binary, connectivity data.
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To our better knowledge, there is currently no tool, which combines those state-of-the art techniques to allow
interactive exploration of multimodal, multiresolution neurobiological connectivity on a “big data” level across
local-global scales. Thus, from the neuroscientist’s perspective, bridging this gap is essential for significant
synergies in updating, mining, communicating and sharing brain data.

We meet this demand by proposing a data structure for integration and real time querying of heterogeneous large-
scale connectivity matrices at multi-scale voxel and region level by exploiting the hierarchical organization of
brain parcellations in combination with spatial indexation.

Region-wise (e.g. resting state functional connectivity) or voxel resolution (structural connectivity, spatial gene
expression correlation) connectivity data is aggregated hierarchically, to bridge the gap between different scales
and resolutions. The hierarchies are anatomy-driven and can be flexibly generated for different ontologies and
their related spatial region annotations. On the lowest level of these hierarchies, high resolution, voxel-wise
connectivities with billions of edges (matrices with hundreds of gigabytes) are stored on hard disk in spatially
organized indices for high-speed data access. Therefore, aggregated connectivity from, to or between brain areas
can be retrieved, from voxel-level to large anatomical brain regions, in an instant.

For direct correlation of different connectivity data at voxel level, we expect the data to reside in the same spatial
reference brain space, i.e. registered to the same (multi-resolution) standard brain®. However, the dual indexing
strategy allows us also to easily integrate and correlate data available only at region level with voxel wise data
within the same brain space, but in principle also across brain spaces at region level if the corresponding regions
are known. Data from public resources can be easily integrated in our data structure as well as private data
generated during experiments in the lab.

We demonstrate the practical significance of this tool by presenting use cases for which we used data provided by
large scale brain initiatives. We reproduced recent biological findings by performing data integration and
interactive queries on heterogeneous neurobiological data from mice and humans. We created a web-based,
interactive local 3D segmentation on visualized data to define volumes of interest (VOI) that can be used to query
user-selected connectivity data sets accessible via our data structure. The result is the cumulative voxel-wise
connectivity of the selected VOI that is visualized as intensity volume in a 3D rendering. This kind of interaction
allows the researcher to relate integrated resources, for example incoming/outgoing connectivity on voxel-level,
directly to spatial data like gene expressions.

In general, the proposed data structure allows for handling data of different modalities delivering volumetric and/or
connectivity data, which can be used for experimental hypothesis finding. The presented framework is applicable
for multilevel functional predictions and extends its relevance across species. Therefore, it is suitable for virtual
screening of complex networks, like those linked to psychiatric disorders, and to functionally dissect the
corresponding neural correlates in mice.

Materials and Methods

Data

The data relevant for our system can be divided into three types, which in principle can stem from any species or
modality:

A hierarchical definition of brain regions and their associated positions on a reference brain. This is basically a
hierarchical parcellation of a given standard brain and its related ontology. A hierarchy generally starts with the
whole brain divided iteratively into sub-regions, where the lowest level contains the highest resolved regions.
These regions can have a dense voxel-level representation (Lein et al. 2007) or a set of coordinates representing
biopsy sites (coordinates in the brain from where the gene expression data has been sampled (Hawrylycz et al.
2012)). We exemplarily use the Allen Mouse Brain Atlas (AMBA) ontology with 1288 regions on 5 levels (Lein
et al. 2007) on a 132x80x114 voxel space, and Allen Human Brain Atlas (AHBA) ontology with 1840 regions
also on 5 levels (Hawrylycz et al. 2012) on 3600 MNI152 coordinate space (representing biopsy sites).

! Such a multi resolution reference brain space is e.g. available from the Allen Institute, providing different kinds
of data at 100-micron and 200-micron resolution.
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Connectivity data is given as weighted adjacency matrices. Rows/columns represent the connectivity strength
between brain areas on different scales (voxel or region-wise). The weights can be in any range, positive or
negative. In the context of the use-cases described in this paper, we used three different types/sets:

1. Structural connectivity: In Ganglberger et al. (Ganglberger et al. 2017) we compiled a voxel-wise
structural connectivity matrix that shows the projections (efferent neurons) of ~15% of the brain from
AMBA and respectively how voxels are structurally connected in a 132x80x114 mouse brain (100 micron
resolution, i.e. the side of a voxel has a length of 100-microns). Further details in Supplementary Note 1.
The 67500 x 450000 directed connectivity matrix is stored as an uncompressed 91.5 gigabyte CSV
(comma separated value) file. Weights are normalized to range between 0 and 1.

2. Functional connectivity: Functional connectivity, representing correlation of BOLD fMRI signal shows
the functional association of brain regions for specific tasks or resting state. We used a resting state
connectome for human (Van Essen et al. 2013) and experimental mouse data, which is only available
region-wise (~80 regions). Weights are undirected and represent positive correlation coefficients between
0and 1.

3. Spatial gene expression correlation networks: Correlated gene expression networks quantify tissue-tissue
relationships across genes (Lein et al. 2007; Richiardi and Altmann 2015). Details on matrix creation can
be found in Supplementary Note 1. The data consists of a 60000x60000 undirected connectivity matrix
for mice, that shows the transcriptional similarity for a specific gene set and 3600x3600 for humans
(Hawrylycz et al. 2012). The mouse data has a resolution of 200 microns (67x41x58 voxels mouse brain),
and is about 12 gigabyte as uncompressed CSV file. The data consists of undirected weights, showing
positive correlation coefficients between 0 and 1.

A Volume of Interest (VOI) is a spatially related set of coordinates in a reference space. These can be arbitrary
selected voxels of a user or a brain region. A VOI defines an area in the brain, of which the user would like to
know the aggregated source or target connectivity of its individual points.

Managing and Aggregating Hierarchical Connectivity Data

The data access structure we propose is tailored to take advantage of sparseness, anatomical or hierarchical
parcellations, and spatial organization of the data, which, to our best knowledge, standard graph managing
frameworks such as graph databases are not optimized for.

To allow interactive (real time) exploration of the brain connectivity space, the purpose of the data structure is to
retrieve the aggregated source or target connectivity of specific VOI, such as anatomical regions or arbitrary user
defined areas, on a voxel- or region-level in an instant. These Aggregation Queries are executed on connectivity
matrices, which we define as weighted directed adjacency matrix

1
C = (i=tmj=1 , ¢ e RN

of a graph, where the rows | correspond to outgoing-, and the columns J to incoming edges of spatial regions,
defining the spatial and/or anatomical resolution of the respective connectivity data (which can be voxel level) in

the discretized standard brain space B = {py}x=1.n, Px € R3.

Here and in the following, the term region refers to a spatial related set of positions in a standard brain space such
as certain anatomical brain regions, a group of voxels or a single voxel. Furthermore, we assume the standard brain
space to represent the highest occurring resolution of all data to be queried.

Spatial Mapping between Connectivity Matrices and Brain Space

We define the spatial association of the rows, respectively columns of the connectivity matrix C, to be a set of
ordered disjunct sub-regions (i.e. from anatomical regions or voxel-level), so

RROW — {Rllxow’ ., Rllll?W}



“This is a post-peer-review, pre-copyedit version of an article published in Neurolnformatics. The final
authenticated version is available online at: http://dx.doi.org/10.1007/s12021-019-09428-9

RFOW c B, RROW AN RROW = ¢, Vi+kA ik €1
and respectively column associations R®O-

RCOL — {REOL'“’RTZ]?L

RI“cB, RI%NR{® =0, Vj=lA jl €]
Note that C represents voxel-wise connectivity if

IR = 1, VR, € RROW/cOL

To directly associate spatial positions in brain space py € B with rows and columns of C, i.e. incoming/outgoing
connections, we define the following mapping: At first, we map positions in brain space py to the indices of brain
regions contained in RRW and R®C-

ROW — i if p € RFOY
P = , VDpe€B
(P, { @  ifp, € B\ RROVW Px
j ifpy € ROL
DYoL (p,) = ! , Vps€EB
(P { @ ifpy € B\ R Px

This creates non-unique mappings of arbitrary VOI in the brain reference space V S B to rows/columns (i.e. a set
of positions in the brain space can point to multiple rows or column indices)

PROV(V) = (i [ pRW(p ) =i, VpyEV)
PeoL(V) = {j | pOl(py) = J, vV py EV}

Please note that specific indices in the resulting set might be represented more than once, i.e. if there are m voxels
in V laying in region R, then i is m times present. This allows the application of this mapping for aggregation of
connectivity.

Vice versa, we map a set of indices to the union of their corresponding regions. As the voxel wise representation
of regions in the standard brain space is known, this generates a representation of connectivity at highest voxel
resolution independent from the resolution or underlying parcellation of the original connectivity data.

Prow () = U REOW vUCI

ieu

¢C0L_1(W) — U R]COL VYWC]

jEw
Therefore, a connection c;; might represents equal connections of several points in brain. This has several
advantages (see Figure 1):

1. Compare connectivity data defined on different resolutions of the standard brain: YROW ‘and L ™"
define the relation of rows respectively columns to voxel at a certain resolution. Since the overlap of
regions with standard brain space is known, this enables a comparison of connectivity matrices in respect
to different brain parcellations and/or different resolutions. If the resolution is smaller than the reference
space, this mapping would represent up-sampling (see Figure 1A).

2. Map region wise connectivity to voxel level: Nodes of a connectivity matrix can also represent

(anatomical) brain regions to store region-wise connectivity data. Using YRO% "and ¥°L ™" allow a
retrieval of the data in voxel-wise brain space and therefore also allow the comparison of connectivity
with respect to different brain parcellations (see Figure 1B).

3. Build caches: This technique can also be used to store precomputed data, such as connectivity of brain
regions (from voxel level data) or pyramids representations with lower resolution (like an image
pyramid). Although this increases the required storage, it improves scalability (see Figure 1C).
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Figure 1 A: Connectivity matrix in a 4 times lower resolution than the reference brain space. Therefore every row/column is
associated with 4 voxels. B: Region-wise connectivity matrix. Every row/column is associated with voxels that form brain
regions. C: Region cache. Preprocessed aggregated outgoing connectivity for brain regions on voxel level.

A Dual Data Stucture Strategy for Aggregation Queries

Aggregation Queries are defined as follows. Let V € B be a VOI. The result of a target aggregation query is the
cumulated outgoing connectivity for every position in space B

T(V) = Z Ci,lIJCOL(pX)
ie 1[JR0W(V) pyEB

and the result of a source aggregation query the cumulated incoming connectivity for every row

s(V) = Z CyROW(p,)
JjeptoLv) pyEB
We are proposing a dual strategy unifying two complementary data structures to efficiently realize Aggregation
Queries. The Connectivity Storage handles the data access for the Aggregation Queries, and the Region-Wise
Connectivity in a Graph-Database manages queries on (anatomical brain-)region level. Figure 2 gives an overview
of the overall system. Incorporating a connectivity matrix into our data structure begins with a preprocessing, that
harnesses spatial-organization of the data (Figure 2 (1)) and uses row-compression to minimize disk-space (and
therefore reading-time for queries) (Figure 2 (2)) to create a Connectivity Storage File. Region-wise connectivity
of a hierarchical anatomical brain-region parcellation is precomputed and stored in a graph-database Figure 2 (3)).
To further improve query performance, Connectivity Cache Files are created, that store pre-computed connectivity
for faster data access (Figure 2 (4)). Voxel-wise connectivity can then be queried from cache files and Connectivity
Storage Files (Figure 2 (5)), region-wise connectivity form the graph-database (Figure 2 (6)). Preprocessing
(Figure 2 (1,2,3)) is further described in the following subsections (Connectivity Storage, Region-wise
Connectivity Database), and cache-creation as well as querying (Figure 2 (4,5,6)) in subsection Implementation.



“This is a post-peer-review, pre-copyedit version of an article published in Neurolnformatics. The final
authenticated version is available online at: http://dx.doi.org/10.1007/s12021-019-09428-9

Figure 2: Overview of Connectivity Storage and the Region-wise Connectivity in the Graph-Database. Black arrows:
Preprocessing of the data. 1. Spatial Reordering of a (voxel-wise) connectivity matrix with a space filling curve. 2. Row-wise
compression of spatially-ordered connectivity matrix. 3. Generation of hierarchical region-wise connectivity and storage in
graph-database. 4. Cache creation (preprocessed voxel-wise connectivity for predefined regions), and storage with row
compression. Red arrows: 5. Querying a VOI (yellow circle) on Connectivity Cache Files, then on Connectivity Storage File,
resulting in aggregated connectivity (red). 6. Querying connectivity between preselected brain regions (from a hierarchical
parcellation), resulting in a region-wise connectivity graph.

Connectivity Storage: Since Aggregation Queries involve the reading and aggregation of whole rows or columns
of connectivity matrices, we use a row-wise storage scheme. Allthough edge lists are popular for many graph
management tools (Lin et al. 2014), which store connections in a <source node, target node, value> combination,
they create a significant storage overhead for dense connectivity matrices.

Reducing data size allows higher query speed, since fewer data needs to be read. Therefore we apply a row-wise
compression, that exploits potential sparseness of the data. First, the rows and columns of C are ordered by a space
filling curve (Hilbert 1891) to preserve locality. The reordering causes sparse/dense areas to cluster within each
row/column, since the connectivity of a region/voxel is not randomly distributed over the brain, but spatialy related.
Then, a compressed row starts with the column index of the first non-zero value (NZV), the amount of NZV to
follow, and the following NZVs. This is repeated similarly with the column index of the next NZV until the end of
the row is reached. To identify each row in the file, an additional mapping

Q@) =f , vf eF,iel

needs to be created, depicting the beginning of each row to their position f'in the file F. A connection c;; can be
identified by going to the corresponding position of the i-th row f, reading the j-th value from the row-wise
compression. Figure 3 illustrates this process.
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Figure 3 A: A mouse brain with overlayed Hilbert curve (blue), mapping the space to a one-dimensional space B: The outgoing
connectivity of the voxels corresponding to the colored voxels in A. These would represent 3 rows in a connectivity matrix. C:
The connectivity of B along the Hilbert curve (for simplicity in this example, connectivity is either 0 or 1). D: Row-wise
compression of C. The compression can be read this way: On the 52" position, 5 NZVs are following (green). On the 10™
position, 3, and on the 52" position 2 NZVs are following (orange). On the 33" position, 4 NZVs and on the 47 position, there
is 1 NZV following (cyan).

Other compression methods would also reduce the data size, but would not allow to directly access single rows
without decompression of the whole file or significant parts of the file (Barrett et al. 1994).

For every connectivity matrix, we create a separate Connectivity Storage File, consisting three indices as header
(FILE: Q(i), ROW: yROW(V),COLUMN: ¥®°L(V) followed by compressed rows (Figure 4B). Even after
compression, the compressed file does not necessarily fit into memory, especially when one wants to query on
multiple connectivity matrices. We use memory mapping (MMap) to map the file into virtual address space. This
allows to programmatically access rows if they were in the main memory, without overhead of system calls.
Furthermore, the OS employs paging strategies, such as read-ahead paging. When performing a query for outgoing
connections, the rows can be read in the order of their position in the file, and directly benefit from read-ahead
paging of the operating system to reach near-sequential reading speed. This additionally exploits the spatial
organization of the data, that has been created with the ordering by space filling curve (see Figure 4A). Multiple
connectivity matrices can then be queried sequentially without loading the whole matrices into memory. Note that
a connectivity matrix of a directed graph needs an additional transposed Connectivity Storage File to query
incoming connectivities (for undirected graphs, outgoing and incoming connections are equal due to symmetry).
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Figure 4 A: Brain Space overlayed with Hilbert curve (blue) and a VOI (red) that is queried for outgoing connectivity, B:
Connectivity matrix file (rows ordered by Hilbert curve). Red-blocks represent rows that are read in order to get outgoing
connectivity of VOI shown in A. Blocks can be read sequentially. Purple rows benefit by read ahead paging.

Region-Wise Connectivity Database: On higher levels, the (anatomical brain-)region level, the aggregated
connectivity of a region consists of the connectivity of its subregions (and on the lowest level voxel-wise
connectivity). When looking at brain wide region-wise graphs, it is not feasible to read the entire Connectivity
Storage and compute the connectivity hierarchically at runtime. This would be too resource consuming for real-
time computation. Instead, we compute it once when the Connectivity Storage is created. The resulting region-
wise hierarchical connectivity is stored in a graph-database. The region-wise connectivity is computed recursively
bottom up: First, the lowest level regions are aggregated from the Connectivity Storage, then the regions above are
aggregated by their levels below until the top of the hierarchy. We further compute the connectivity between the
levels in a similar way. Therefore, it is not necessary to compute any region-level connectivity at runtime (Figure
5).
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Figure 5: Scheme of the data structure: The Connectivity Storage stores the connectivity on the lowest level (voxel-wise
connectivity). Region-wise connectivity (dotted blue lines) is aggregated from the Connectivity Storage hierarchically.

Implementation: As central access point for the data, we created a REST API in GO (golang). It provides calls
for importing data, creating caches as wells as Aggregation Queries. These are executed on the Connectivity
Storage, which was implemented in C++ for memory and performance optimization. Connections are stored in a
4-byte floating point format, which supports a range of values +1.18 x 108 to £3.4 x 108, with single precision
(about 7 decimal digits). We choose this as trade-off to storage space, since higher precision would also cause
higher reading times. ROW and COL indices have a 4-byte unsigned integer format. Therefore the maximum
amount of edges is limited by 4294967295 x 4294967295 (= 1.84467 x 10'°). The FILE index associates rows the
with 8-byte unsigned integers to file positions, limiting the file size similarly to 1.84467 x 10'° connections or 64
petabyte.

We implemented two types of Connectivity Caches to increase performance: A region-cache, that stores the
aggregated voxel-level connectivity of lowest-level of the hierarchical brain-region parcellation, and factor h low-
resolution versions (h € N, h < |I| ) of the Connectivity Storage, which cumulates the connectivity of h voxels
along the Hilbert curve (basically every h rows of the Connectivity Storage being aggregated).
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When executing an Aggregation Query for a VOI, V € B , the Connectivity Cache Files will be accessed first to
check if the VOI contains cached regions RROW (CACHE) qefined in the ROW index of the cache. The connectivity
of a region R, € RROW (CACHE) i1 bhe added to the results from the cache, if R, € V, i.e. all spatial positions of a
region are contained within the VOI. Before the Connectivity Storage will be accessed, all Connectivity Cache
Files will be queried until no further region in the cache can be found. Only after this, the remaining brain space
positions of the VOI will be queried from the Connectivity Storage, hence, the total number of row-reads is
minimized.

The anatomical hierarchy is represented in OrientDB (Garulli 2010), a graph database that can be used to store
further region information, such as masks, 3D models or links to online repositories. Region-wise connectivities
within those hierarchies consist of 1000-2000 regions with a maximum of 4 million edges. When querying such
comparatively small graphs, the performance differences of standard graph databases to the Connectivity Storage
is neglectable. Therefore, we store them in OrientDB, where it is directly linked to the brain regions.

To access the API, we created a web-component that allows visual queries that are based on selections of VOI
directly in 2D slice views, visualized simultaneously in a 3D volume rendering. Via a spherical brush tool, a user-
defined area can be marked. Figure 6 A shows for example a gene-expression volume, where the spherical area is
drawn on voxel with high gene-expression. After selection, Aggregation Queries can be used to link connectivity
data with volume data. The selected area (Figure 6 B), is used as input for an Aggregation Query on the API. The
API retrieves the connectivity from the Connectivity Storage to all voxels that are either targets or sources of the
selection, and the web component will instantly render the connectivity as volume. This represents the cumulative
connectivity to (target) or from (source) the selected area (Figure 6 C). Furthermore, the connectivity can be
quantified in Connectivity Profiles, which shows the cumulated connectivity of the VOI to preselected (brain)
regions (Figure 6 D).

Figure 6 A: gene expression (cyan) with brush selection (yellow) of VOI in 3D B: Selection has been performed on 2D slice
views, C: Accumulated target connectivity (red) of VOI in 3D D: Connectivity Profile of the target query, showing the mean
connectivity to each brain region.
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Results

To assess the efficiency and effectiveness of the data structure in context of its practical application, we performed
a quantitative and qualitative evaluation on real world data that was introduced above in Section Data. We
quantified the effect of the data structure’s parameters (row-compression, spatial ordering, caches) on query
performance and compared these results with two state-of-the-art graph engines (Section Performance
Evaluation). We further performed two Case-Studies that we designed with domain experts in order to demonstrate
the relevance of the data structure for neuroscientific research (Section Case Study 1 and 2).

Performance Evaluation

To verify the data structure’s applicability for real-time Aggregation Queries, we created test queries on three
voxel-level connectivities which were introduced in Section Data. We used one directed structural connectivity
matrix SC, resulting in two Connectivity Storage Files for targets and source queries, and two undirected spatial
gene expression correlation networks CS1 and CS2 (which are further used in Case Study 1 and 2), creating one
Connectivity Storage File each (because they are undirected).

Creating the two Connectivity Storage Files for SC (91GB CSV file) took 32 minutes in total (19 for the first, 13
min for the transposed) while CS1 (12 GB CSV file) and CS2 (13 GB CSV file) took about 3 min each on an SSD
with our REST API. Therefore, the file creation takes approximately 21 sec/GB for directed, and 13 sec/GB for
undirected matrices. Generating the Region-Wise Connectivity Database lasted less than 10 minutes for each
Connectivity Storage which depends on the I/O performance of the OrientDB.

In cooperation with domain experts, we defined 10 queries in our web-component (user-queries), which are shown
in Supplementary Note 2. The VOI of these queries range from 0.2% to 10% of the mouse brain space. In addition,
we selected 10 distinct anatomical brain regions to act as VOI (region-queries) with sizes ranging from 0.2% to
4% (see Supplementary Note 3). To evaluate queries on a bigger scale, we further created 100 random queries by
using randomly placed spheres with random radii as VOls. The sizes of these range from 0.2% to 5%, because it
was not possible to place larger spheres within the mouse brain space.

We used these queries to assess the effects of individual components of the Connectivity Storage, such as row-
compression, the spatial-ordering of rows/columns and Connectivity Caches. To demonstrate the data structure’s
relevance for performing Aggregation Queries, we compared the results to the state-of-the art tools FlashGraph
(Zheng et al. 2015) and GraphChi (Kyrola, Blelloch, and Guestrin 2012). We did not evaluate the performance of
the Region-wise Connectivity Database in the OrientDB specifically, since retrieving a connection between two
regions only involves accessing a single database entry (<10ms), in comparison to aggregating mega- to gigabytes
of data from the Connectivity Storage.

Performance has been evaluated on an Ubuntu 16.10 64-bit machine with Intel Core 17-4470 CPU, 32 GB RAM
and a 1 Terabyte SSD with a sequential read-speed of 520 MB/sec. Test result on an HDD with 120 MB/sec
sequential read-speed can be found in Supplementary Note 4.

Effect of compressed row-storage on data size: For 3 connectivity matrices (SC, CS1 and CS2), we created 4
Connectivity Storage Files (2 for SC and 1 for each CS1 and CS2). Figure 7A shows that Connectivity Storage
Files with compression reduces the initial file size of SC by half, even if one is using random ordering of
rows/columns. Spatial ordering by a Hilbert-curve further improves file size by reducing it by half. The effect is
smaller for CS1 and CS2, since they are not as sparse as SC (i.e. they contain not as many zeroes).

Effect of spatial-ordering on query speed: We executed the user-, random-, and region-queries on SC, CS1 and
CS2 for their sources and target connectivity. Figure 7C shows the mean query time and their standard error bars
on the connectivity matrices for different query types. Not, that the spatial ordering along a Hilbert curve greatly
reduces query-time compared to random-ordering, especially for the bigger SC matrix (from up to 20 seconds to
<2 seconds). This is due to read-ahead-paging, which benefits from sequential reading. Note that the mean query
time for different query types depends on the size of their VOI. Hence, region-queries are faster than user- or
random-queries simply because they involve reading fewer data (detailed query sizes see Figure 7B).
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A B C

Figure 7 A: Effect of compressed row storage on the data size of different connectivity matrices. Bars indicate the size of the
original CSV, the Connectivity Storage file without compression, random-ordering with compression and Hilbert-ordering with
compression. B: Boxplot of the VOI size as amount of voxels (i.e. the query size of 10 user-defined VOI queries (green), 100
random VOI queries (blue) and 10 region VOI queries (yellow) C: Effect of spatial-ordering on query-speed on different
connectivity matrices. Bars show the mean query-time with standard error of 10 user-defined VOI queries (green), 100 random
VOI queries (blue) and 10 region VOI queries (yellow), for Hilbert-Ordering and Random-Ordering.

Effect of Connectivity Caches on query speed: As described in Section Implementation, we created a region
Connectivity Cache of the lowest level of the hierarchical brain-region parcellation, and factor h low-resolution
Connectivity Caches, where every h rows of the Connectivity Storage are aggregated, for h =10 and h =100. Figure
8 shows the mean query time and its standard error for different cache combinations. One can see that for high
resolution Connectivity Matrices such as SC, h-factor caches can save up to half of the query time, while region
queries especially benefit from the region-caches. For lower resolutions (CS1 and CS2), this effect of h-factor
caches is not as strong. The reason is that connectivity retrieved from Connectivity Caches leaves “holes” in the
VOI of the query, hence, the remaining rows that need to be read from the Connectivity Storage File are
fragmented. This reduces the overall read speed, for it relies on read-ahead paging (the effect of sequentially
reading spatially close rows has been shown in Figure 7C). Figure 9 depicts this in further detail: In the left
column, one can observe that the query time depends on the query size, and that query time benefits increasingly
from Connectivity Caches for larger query sizes (i.e. more data to read leads to higher chances of read-ahead
paging). The right column shows read-speed on Connectivity Storage Files vs query size and therefore the effect
of reads from the Connectivity Caches and the resulting fragmentation. The lower read speed after cache reads is
a direct cause of the higher fragmentation rate (i.e. many reads from 10-factor caches lead to more “holes” in the
VOI than a few reads from 100-factor caches).
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Figure 8: Effect of Connectivity Cache on query-speed on different connectivity matrices. Bars show the mean query-time
with standard error of 10 user-defined VOI queries (green), 100 random VOI queries (blue) and 10 region VOI queries (yellow),
for different types of caches and their combination.
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Figure 9: Relation of query-time and read-speed on query size for different Connectivity Matrices, Connectivity Caches and
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the color depicts the query type (green=user query, blue=random query and yellow=region query). The right column depicts
read speed on the Connectivity Storage Files vs query size, similarly encoded. LOWESS regression lines are added to see the
overall trend for different cache sizes.

Comparison to state-of-the-art tools: We compared our method to the state-of-the-art graph engines FlashGraph
(Zheng et al. 2015) and GraphChi (Kyrola, Blelloch, and Guestrin 2012). Both tools are capable of computing
graph algorithms (page-rank, breath-first-search etc.) on graphs with billions of edges on consumer level machines
(i.e. without hundreds of gigabytes RAM). They achieve this by utilizing data access mechanisms that are able to
load data from hard-drive on demand, instead of holding the whole graph in memory. GraphChi’s approach is
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splitting the data into small parts (so called shards), and loading them on demand, while FlashGraph uses optimized
I/O requests for SSDs. Therefore, these methods benefit from graph queries that do not involve whole graphs
respectively, do not need to load entire connectivity matrices, such as Aggregation Queries. To compare their
performance to the Connectivity Storage, we have implemented Aggregation Queries for both (see Supplementary
Note 5 for details) and created edge-lists (in their common input data format <source node, target node, value>)
of our connectivity matrices. Further, we have ordered the node indices spatially (according to a Hilbert curve) to
test them under equal conditions. Figure 10 shows that even with Hilbert ordering, FlashGraph and GraphChi do
not perform as fast as our method. While on smaller graphs (CS1 and CS2), the Connectivity Storage is still faster
than FlashGraph by a factor of 2-3, this effect is even stronger for larger matrices (SC1) with a factor of 6. Overall,
our method performs more than 5 times faster than FlashGraph, and 160 times faster than GraphChi. One has to
note, that these tools were developed for performing various graph analysis methods, thus, they are probably not
optimized for Aggregation Queries. Especially GraphChi is more suited for analyzing whole graphs, while
Aggregation Queries only require loading of subgraphs.
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Figure 10: Comparison of query speed with state-of-the-art tools. Bars show the mean query-time with standard error of 10
user-defined VOI queries (green), 100 random VOI queries (blue) and 10 region VOI queries (yellow), for the Connectivity
Storage, FlashGraph and GraphChi. The bars are log scaled, indicated by equidistant grey dotted lines (distance between two
lines represent 1 second).

Example video for real-time performance: For further demonstration, Supplementary Video 1 shows a target
query on the structural connectivity matrix (similar to Figure 6) performed in real-time.

Case Study 1: Exploring different types of connectivity emerging from a brain area of
interest

This case study has been chosen for its particular application in circuit dissection. Recent advances in circuit
neuroscience (e.g. neuro- and behavioral genetics, optogenetics, imaging) identified gene sets underlying specific
behavioral function. Hence, we mapped such function-related network context on a genetically well dissected
microcircuitry (Radke 2009). To illustrate this case, we focused on the central amygdala (CEA), an amygdala
subnucleus and hotspot expressing several functionally related genes, whose role in fear behavior is a heavily
researched topic in the neuroscience community.
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The connectivity data used for this case study consists of directed structural connectivity (Data Set 1) and
undirected spatial gene expression correlation (Data Set 3). Hence, this case demonstrates the exploration of
connectivities of different type and different resolution.

The entry point for our experts is a subset of these genes consisting of Prkcd (EntrezID: 18753), Sst (20604), Crh
(12918), Dyn (18610) and Penk (18619) that have been known to regulate fear responses (Haubensak et al. 2010).
We examined the gene expression density of these genes in 3D and 2D slice views for areas of high co-expression
(where multiple genes are expressed). An image overlap of Prkdc, Crh and Dyn revealed an enclosed area (Figure
11 A, red arrow) that is selected by using a brushing tool allowing the user to interactively mark VOlIs on 2D slice
views of the brain space. We further overlaid the outlines of CEA so the selected area is this brain region indeed
(Figure 11 B, red arrow).

After a target query on the structural connectivity (Data Set 1) matrix (Figure 11 C), which is performed in less
than a second, particularly strong connected areas are visualized and identified by Connectivity Profiles. It
highlights, that among other regions, the bed nucleus of the stria terminalis (BNST) has a strong connection to the
central amygdala (CEA) (Figure 11, red arrow). It is important to note, that this confirms known structural anatomy
from literature (Radke 2009). Interestingly, the BNST is functionally related to CEA. While CEA causes brief
phasic fear responses, BNST shows more long-lasting tonic anxiety-like states. Thus, this approach recaptures a
functional CEA-BNST circuit module for fear.

To further verify the query’s result quantitatively, we compared the outgoing connectivity to known region-level
structural connectivity of CEA. Therefore we used the normalized projection strength of 469 sites (positions in the
brain) to 590 brain regions provided by Oh et al (Oh et al. 2014) (Figure 3/Supplementary Table 2), i.e. the
cumulated outgoing strength of projection neurons. Out of these 469 sites, we choose the five that lie within CEA
since there is a high overlap (Figure 11 B, red arrow) between the query’s VOI and CEA.

Figure 12: Correlation between mean outgoing connectivity of the query’s VOI (Figure 11 B) and the normalized projection
strength of sites within CEA according to Oh et. al Figure 3/Supplementary Table 2 (Oh et al. 2014). depicts the rank
correlation of the query result to the five sites chosen by us, as well as the mean connectivity thereof. A correlation
of 0.817 demonstrates the validity of the query. When using a VOI congruent to CEA, the correlation increases to
0.92.

This is repeated with the spatial gene expression correlation network (Data Set 3) of Prked, Sst, Crh, Dyn and
Penk, a connectivity matrix representing the voxel-wise correlation of the gene set used for this case study. BNST
has again one of the strongest connections (Figure 11 D). Figure 11 E, F, G and H visualize the overlap of both
connectivities from different perspectives demonstrating a dominant structural and genetic linkage of CEA and
BNST.
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Figure 11 A: Overlap of Prkdc (cyan), Crh (green) and Dyn (purple) by aggregating the image intensity (i.e. strong
overlap is white in the 2D slice view). Outlines of CEA in blue (red arrow). B: Selecting a VOI on the image overlap
(yellow), C: Structural connectivity of the VOI. Outlines of BNST in dark blue (red arrow) and its connectivity profile (bars
reflect mean connectivity to (Allen Brain Atlas) brain regions, with corresponding colors). D: Gene-coexpression correlation
of the VOI, analogue to C. E: Overlap of C and D in 3D. F: Overlap of C and D in a 2D slice (XY). G: Overlap of C and D in
a 2D slice (XZ). H: Overlap of C and D in a 2D slice (YZ).
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Figure 12: Correlation between mean outgoing connectivity of the query’s VOI (Figure 11 B) and the normalized projection
strength of sites within CEA according to Oh et. al Figure 3/Supplementary Table 2 (Oh et al. 2014).
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Case Study 2: Comparing networks of different modalities and species

Comparative visualization of human and animal models might be of particular interest for biomedical research and
translational psychiatry. To investigate comparative functional networks across species the experts next assess this
workflow by exploring functional connectivity and gene co-expression correlation from gene sets related to
psychiatric traits, here exemplary autism in human (D. Li, Karnath, and Xu 2017).

For this case study we used voxel-level undirected spatial gene expression correlation (Data Set 3), and region-
level functional connectivity (Data Set 2). The data is retrieved from the Region-Wise Connectivity Database,
which highlights the usability of our data structure on different levels of hierarchical brain parcellations. An
example how the user navigates these hierarchies can be seen in Supplementary Video 2.

To explore and compare global gene expression correlation networks and functional MRI networks across species,
it is necessary to find corresponding anatomical brain regions. To our better knowledge, no comprehensive
mapping of brain regions between mouse and human exists. Nevertheless, finding similarities in networks can be
identified by comparing them iteratively on different anatomical levels in parallel between the two species (Figure
13 A and B, left side, colors are picked from the AMBA and AHBA and do not correspond to each other). When a
user navigates the hierarchical brain parcellations (for mouse and human separately), the data structure returns the
connectivity of the selected brain regions in real-time after each interaction (Supplementary Video 2).
Consequently, domain experts can iteratively adapt their choice of brain regions not only by their knowledge of
individual inter-species region correspondence, but also based on the network similarity.

We found high coupling mostly in cortex (agranular insular and temporal association areas) and primary sensory
areas (olfactory, gustatory and somatosensory areas) to the amygdala (central and medial).

Closer inspection of a subnetwork related to social behavior in autism, consisting of higher association cortex,
namely insula cortex (IC), frontal pole (FP), hypothalamus (HY) and midbrain (MB), as well as the CEA, revealed
gene co-expression correlation within the autism gene set was strongest within cortical regions (FP,IC) and weaker
between cortex and subcortical structures (CEA,HY,MB). Figure 13 A shows the overlap (product) of functional
connectivity and gene expression correlation of this subnetwork for mice, Figure 13 B is analogue for humans.
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Figure 13 A: 2D mouse brain regions (green: cortical regions, red: HY, pink: MB and blue: CEA) and with overlap (product)
of functional connectivity and gene expression correlation (blue: weak, red: strong) B: 2D human brain regions (orange, brown
and yellow: cortical regions, green: HY, dark-green: MB and pink: CEA), also with overlap (product of functional connectivity
and gene expression correlation.

Discussion

We have shown that our spatial connectivity data structure outperforms state-of-the-art graph engines when
querying connectivity of local brain areas. To achieve additional real-time access of outgoing/incoming
connections without holding the whole connectivity matrices in the memory, a combination of data compression,
spatial locality, memory mapping and hierarchical anatomical annotations is used.

Aggregation of outgoing/incoming connections of a brain area requires the reading of all edges of the involved
network nodes. Therefore, row-wise data compression is used based on the specificity of the task: It reduces the
total amount of data that needs to be read from the hard drive for whole rows, while it is neglectable that it is not
optimized for reading single connections. As shown in the Evaluation section, spatial organization and sparsity of
the data increases the compression factor by 2, compared to random ordering. Sparsity is often given in
neurobiological connectomic data (Sporns 2016), and can be further improved by extended preprocessing of the
data (Xu et al. 2015) which we suggest for future projects. One has to note that row-wise compression improves
only the reading speed of rows, and therefore outgoing connections. This is not an issue for undirected connectivity
graphs, since those are symmetrical (outgoing connections are equal to incoming connections), but requires a
separate transposed Connectivity Storage for retrieving incoming connections. While this does not influence query
speed, twice the disk space is needed.

A Hilbert curve is used to generate spatial locality of rows, i.e. rows, whose nodes are spatially close in the brain
space are also close in the Connectivity Storage file. In combination with memory mapping, read-ahead paging,
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this greatly increases read speed, as shown in section Evaluation. Further, it is not necessary to hold a Connectivity
Storage file in the memory. Therefore, one can access large matrices, with billions of edges, and execute
Aggregation Queries on multiple matrices sequentially without loading them into memory.

New data can be imported with a REST API which creates Connectivity Storages and Region-Wise Connectivity
Databases in less than an hour for connectivity matrices <100GB, scaling linearly with file size. This enables users
to integrate their own, as well as data form large-scale brain initiatives on a consumer-level machine efficiently.

Depending on data acquisition techniques, neurobiological data is available on diverse scales (Betzel and Bassett
2017). To operate on different region wise levels, we used hierarchical anatomical annotations (Lein et al. 2007)
and aggregated connectivity from bottom (voxel) to top (large brain regions). Since those annotations consists of
only 1288 brain regions, the additional stored connections are neglectable. To bridge the gap between region and
voxel levels, we created a row and column indices. These allow retrieving voxel-wise data for brain regions and
mapping lower resolution data to a common reference space enabling the comparison of connectivity of different
resolution. One has to note that this only represents an upsampling of the data. Since this is done in run-time, a
continuous experience in visual analytics workflows is possible, for data does not need to be preprocessed.
Furthermore, this technique can be used to create region-wise caches (voxel-wise outgoing/incoming connectivity
of brain regions), or pyramids representations with lower resolution (voxel-wise outgoing/incoming connectivity
of lower-resolution super voxels). Although these create additional storage overhead, we show in Evaluation that
scalability is greatly improved by doing so, hence, future projects could work with even larger matrices in tera- or
petabyte range.

Conclusion

In this paper, we present a novel data structure to explore heterogeneous neurobiological connectivity data of
different types, modalities and scale for interactive visual analytics workflows. It enables domain experts to
combine data from large-scale brain initiatives with user-generated data, by utilizing the hierarchical and spatial
organization of the data. Connectivity data at different resolutions, such as mesoscale structural connectivity and
region-wise functional connectivity can be queried on different levels on a common hierarchical reference space.
On the lowest level, voxel-wise brain networks with billions of edges can be accessed/queried in real-time without
having them loaded into working memory. It outperforms state-of-the-art graph engines in receiving connectivity
of local brain areas, which allows continuous interactive exploration workflows on consumer level machines
and/or via web. We demonstrate this with the implementation of a web-component for visual queries, based on
VOI selections in 2D slice views. Results are visualized in a 3D volume rendering together with brain anatomy.
Case studies conducted with domain experts showed that we could reproduce findings of neural circuits research
which are currently extensively investigated experimentally. An inter-species comparison of multimodal brain
networks linked to autism showed even more versatile applications, and potential use in studying psychiatric
conditions.

For the future, we are aiming to extend this prototype to create a holistic framework for interactive exploration of
neurobiological data. This should not only allow to access the data, but also include importing, preprocessing as
well as computing network statistics in the web.

Information Sharing Statement

The implementation of the data structure is available upon individual request to the corresponding author, Florian
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Supplementary Note 1: Creation of Connectivity Matrices

1. Structural Connectivity for Mouse

We created the voxel level mouse connectome in a similar way as in Ganglberger et. Al (Ganglberger
et al., 2017). The mouse connectome was retrieved from the Allen Brain Atlas APl as (structural)
connectivity from all 2173 available injection sites (state May 2018) to their target sites given as image
data detailing projections labeled by rAAV tracers via serial two-photon tomography (Oh et al., 2014).
Injection sites are given by coordinates in a 100 micron mouse brain space (132x80x114), where the
rAAV tracers had been injected, and an injection volume, depicting the volume around the injection site
affected by the tracer. Therefore, the connectivity for a single injection site defines the connectivity of
all voxels within its injection volume. So for every voxel in the mouse brain space (source voxel) we
took the connectivity from all covering injection volumes to all other voxels in brain space (target voxels).
For overlapping injection volumes, we took the maximum connectivity for each target voxel. Since the
majority of injection sites are located on the right hemisphere, we compensate this by mirroring them to
the left hemisphere. This “inflates” the connectivity from 2173 injections sites to a 67500 x 450000
connectome (67500 source voxels with 450000 target voxels. In order to increase the sparsity of the
data, the connectome was threshold according to Oh, S. W. et al. (Oh et al., 2014), Extended Data
Figure 7, which minimizes the amount of false positive connections. A Matlab script for downloading
the connections from AMBA, an R script for building the connectome, as well as the AMBA connectome
are provided on request.

2. Spatial gene expression correlation networks

Mouse gene expression has been retrieved from the Allen Mouse Brain Atlas (Lein et al., 2007) on 200
micron voxel-level resolution (i.e. for every gene we retrieved 200 micron resolution image data). To
create spatial gene expression correlation networks for a gene set, we first normalized the gene
expression data according to Ganglberger et al (Ganglberger et al., 2017). The spatial gene expression
correlation between two voxels is then computed by the pearson correlation coefficient within the gene
set.

For human, we retrieved region wise gene expression from the Allen Human Brain Atlas (Hawrylycz et
al., 2012). The Allen Institute provides an affine transformation to MNI152 (Fonov et al., 2011) space
by its APIl. We used resting state functional connectivity from the Human Connectome Project (Glasser
et al., 2013), which is also in MNI152space (Fonov et al., 2011). Data normalization was performed in
a robust way (median/mad) since fewer data points are more sensitive to outliers compared to mouse
data.



Supplementary Note 2: Manual User Queries
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Supplementary Figure 1 A: Gene expression of PKCD with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.



B

Supplementary Figure 2 A: Gene expression of PKCD with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 3 A: Gene expression of SST with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 4 A: Gene expression of PDYN with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile
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Supplementary Figure 5 A: Gene expression of PKCD with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 6 A: Gene expression of Oxytocin with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 7 A: Gene expression of D1R with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 8 A: Gene expression of Slc6a3 with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.
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Supplementary Figure 9 A: Gene expression of TH with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile. C: Aggregated structural connectivity in 3D
(without VOI)
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Supplementary Figure 1 OA: Gene expression of AVP with a selected VOI (yellow). B: Aggregated structural
connectivity (targets) of the VOI as well as its connectivity profile.



Supplementary Note 3: Brain Regions

We used following regions taken from the Allen Mouse Brain Atlas (Lein et al., 2007) (direct link to
atlas: http://atlas.brain-map.org/atlas?atlas=2): Nucleus acumbens, Frontal pole, Visual areas, Ventral
posteromedial nucleus, Substantia nigra, Parvicellular reticular nucleus, Vermal regions, Lateral
hypothalamic area, Dentate gyrus and Accessory olfactory bulb




Supplementary Note 4: Evaluation on Hard Disk
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Supplementary Figure 11: Effect of spatial-ordering on query-speed on different connectivity matrices. Bars
show the mean query-time with standard error of 10 user-defined VOI queries (green), 100 random VOI queries
(blue) and 10 region VOI queries (yellow), for Hilbert-Ordering and Random-Ordering.
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Supplementary Figure 12: Effect of Connectivity Cache on query-speed on different connectivity matrices. Bars
show the mean query-time with standard error of 10 user-defined VOI queries (green), 100 random VOI queries
(blue) and 10 region VOI queries (yellow), for different types of caches and their combination.
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Supplementary Figure 13: Relation of query-time and read-speed on query size for different Connectivity
Matrices, Connectivity Caches and query types. The left column shows the query time vs query size for queries
executed with cache (e) and without (A ), while the color depicting the query type (green=user query,
blue=random query and yellow=region query). The right column shows read speed on the Connectivity Storage
Files vs query size, similarly encoded. LOWESS regression lines are added to see the overall trend for different

cache sizes.
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Supplementary Note 5: Implementation of State-of-the-Art Tools for
Aggregation Queries

1. FlashGraph

To evaluate FlashGraph (Zheng et al., 2015), we used the FlashGraph C++ API which is provided in a
GitHub repository (https://github.com/flashxio/FlashX). FlashGraph uses an edgelist format
(source_node _id target_node _id float value) which we created similarly to Supplementary Note 1 (the
matrices are equal but not in the connectivity matrix format). “Zero”-edges (edges without connectivity)
were excluded. The files have a size of 94 GB (SC), 23 GB (CS1) and 27 GB (CS2). To access these
matrices by FlashGraph, the data need to be converted to a special file format, which splits the edges
into an adjacency file and an index file. In this graph format, every voxel in brain space represents a
vertex (node) of a graph, while its edges show the connectivity between them. For this task, FlashGraph
provides a command-line tool el2fg (= “edge list to flash graph”), which is also provided in the repository.
We used the single-precision float-point format to encode weights as 4 bytes to create 3
adjacency/index files: SC: 54GB, CS1: 18 GB, CS2: 18GB. Nodes in the edgelist where ordered with a
Hilbert curve, so FlashGraph'’s reading of the adjacency files profits also from read-ahead-paging for
local queries.

To perform Aggregation Queries we created a special Aggregation Vertex Class (see FlashGraph
documentation at https://flashxio.github.io/FlashX-doc/FlashGraph-user-guide.html for details on
Vertex Classes), shown in Supplementary Figure 14. An Aggregation Query is then performed by
iterating over all vertices of the VOI (i.e. all voxels of the VOI), so only their edge data needs to be
loaded. Since only data that is relevant for the query is loaded, this is more efficient than accessing the
entire graph. We then summarizing the outgoing connectivity of the VOI vertices in all vertices
connected to them (i.e. a vertex stores the sum of all receiving edges from the VOI vertices). This does
not require 10 operations, since the vertex state (without edge data) is kept in memory by FlashGraph.
This resulting connectivity can then be retrieved by iterating over all vertices without loading edge data.
For simplicity, retrieved query results were in their original resolution and were not upsampled to the
100-micron standard brain (so the queries are in fact about 100 milliseconds slower). Keeping the vertex
state independent of its edge data (which is only loaded on demand by the user), queries can be
performed much faster compared to GraphChi (Kyrola, Blelloch, & Guestrin, 2012).

ass aggregation_vertex: public compute_directed vertex {

t aggregatedConnectivity=0;
c bool loadTargets;

aggregation_vertex(vertex_id t id): compute_directed_vertex(id) {

}

void run(vertex_program &prog) {

vertex_id_t id = prog.get_vertex_id(*this);

request_vertices(&id, 1);

void run(vertex_program &prog, const page_vertex &vertex) {

edge_seq_iterator neigh_it = vertex.get neigh seq_it(loadTargets?OUT_EDGE:IN_EDGE);

safs::page byte array::seq const_iterator<edge count> count it =



((const
page_directed_vertex&)(vertex)).get_data_seq_it<edge_count>(loadTargets?OUT_EDGE:IN_EDGE);

while (neigh_it.has_next()) {
vertex_id_t nid = neigh_it.next();
edge_count e = count_it.next();

unsigned val = e.get_count();

aggregation_vertex& v = (aggregation_vertex&) prog.get_graph().get_vertex(nid);

v.aggregatedConnectivity+=reinterpret_cast<float &>(val);

void run_on_vertex(vertex_program &prog, page_vertex &vertex) {

float get_result(){

return aggregatedConnectivity;

Supplementary Figure 14: Aggregation vertex class which is used by the FlashGraph API to execute
Aggregation Queries

2. GraphChi

We implemented Aggregation Queries for GraphChi (Kyrola et al., 2012) by using the GraphChi C++
API, from the GraphChi GitHub repository (https://github.com/GraphChi). Similarly to FlashGraph,
GraphChi uses the similar edgelist format (source_node_id target_node_id float_value) as input data,
so we used the same files. To load the data with GraphChi, the data is automatically split by the
GraphChi into sub-partitions, so called “shards” (Kyrola et al., 2012) before queries can be executed
(shard space for SC: 19GB, CS1: 7GB, CS2: 8GB). The number of shards has been determined
automatically by GraphChi, but was also tested with 100, 100 and 1000, which showed no performance
improvements. This is consistent with the performance evaluation in the GraphChi paper (Kyrola et al.,
2012), Figure 8.

We implemented Aggregation Queries in an Aggregation GraphChi Program struct (see GraphChi
documentation (https://github.com/GraphChi/graphchi-cpp/wiki/Introduction-To-GraphChi) for details
on GraphChi programs), shown in Supplementary Figure 15. We used the GraphChi scheduler to
initialize the program only on vertices belonging to the VOI. An Aggregation Query is performed in a
similar way as for FlashGraph, by iterating of the VOI vertices and summarizing their outgoing
connectivity. In contrast to FlashGraph, we summarized them in a vector and not in the receiving
vertices, since GraphChi loads the edge data everytime a vertex is accessed (i.e. the vertex state and
edge lists are not separated), which would lead to loading the edges of the entire graph, just to updated
the aggregated connectivity in target/source vertices. Similarly to FlashGraph, we forgo to upsample
the results to 100-micron standard brain for simplicity.

float VertexDataType;
def float EdgeDataType;

struct Aggregation_GraphChi_Program : public GraphChiProgram<VertexDataType, EdgeDataType> {



::unordered_set<unsi d> query_vertices;
::vector<float> resultVector;
ol loadTargets = false;

cimutex mu;

d update(graphchi_vertex<VertexDataType, EdgeDataType> &vertex, graphchi_context &gcontext) {
mu.lock();
if(loadTargets){
for(int i=0; i < vertex.num_outedges(); i++) {
resultVector[vertex.outedge(i)->vertex_id()]+=vertex.outedge(i)->get_data();
}
}else{
for(int i=0; i < vertex.num_inedges(); i++) {

resultVector[vertex.inedge(i)->vertex_id()]+=vertex.inedge(i)->get_data();

}

mu.unlock();

void before_iteration(int iteration, graphchi_context &gcontext) {

std: :vector<float>(gcontext.nvertices).swap(resultVector);

gcontext.scheduler->new_iteration(1);

for(auto f : query_vertices) {

gcontext.scheduler->add_task(f, true);

void after_iteration(int iteration, graphchi_context &gcontext) {

}

void before_exec_interval(vid_t window_st, vid_t window_en, graphchi_context &gcontext) {

}

void after_exec_interval(vid_t window_st, vid_t window_en, graphchi_context &gcontext) {

}
Supplementary Figure 15: Aggregation graphchi program struct which is used by the GraphChi API to execute
Aggregation Queries
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Abstract

A current quest in neurscience is the understanding of how genes, structure and behavior relate to one another. In recent years,
big brain-initiatives and consortia have created vast resources of publicly available brain data that can be used by neuro-
scientists for their own research experiments. This includes microscale connectivity data - brain-network graphs with billions
of edges - whose analysis for higher order relations in structural or functional neuroanatomy together with genetic data may
reveal novel insights into brain functionality. This creates a need for joint exploration of spatial data, such as gene expression
patterns, whole brain gene co-expression correlation, structural and functional connectivities together with neuroanatomical
parcellations. Current experimental workflows involve time-consuming manual aggregation and extensive graph theoretical
analysis of data from different sources, which rarely provide spatial context to operate continuously on different scales.

We propose a web-based framework to explore heterogeneous neurobiological data in an integrated visual analytics workflow.
On-demand queries on spatial gene expression and connectivity data enable an interactive dissection of dense network graphs -
with of billion-edges on voxel-resolution - in real-time based on their spatial context. In order to take higher order connections
between brain regions into account, queries can be executed in a cascading way. Relating data to the hierarchical structure of
common anatomical atlases allows experts to quantitatively compare multimodal networks on different scales. Additionally, 3D
visualizations have been optimized to accommodate for the domain experts’ need for publishable network figures.

We demonstrate the relevance of our approach for neuroscience by exploring social-behavior and memory/learning functional
neuroanatomy in mice.

1. Introduction proposing a framework allowing visualization, iterative exploration
and the integration of spatial data like imaging data showing brain-

The quest for understanding the principle organization of the brain wide gene expressions, fMRI, or structural data, with structural,

and its functional parcellation is constantly changing due to the
increasing wealth of multimodal neurobiological data generated
by brain initiatives, such as the Allen Institute [all], the Human
Brain Project [hum], the WU-Minn Human Connectome Project
[VESB*13], and the China Brain Project [mPIDI*16]. They offer
rich information about genes, structure and behavior, while under-
standing their relationship is a key factor in neurocircuit research.
Mining these resources can provide researchers with additional
context for their experiments. The major challenges for visual an-
alytics in neuroscience involves accessing, fusing and visualizing
spatial brain data such as brain-wide gene expression, structural
and functional connectivity, and non spatial data like gene lists re-
lated to behavior or the functional association of genes.

Our work takes recent advances in circuit neuroscience into ac-
count (e.g. neuro- and behavioral genetics, optogenetics, imag-
ing) that identified gene sets underlying a specific behavioral func-
tion [KZM*17]. However, there is a lack of tools to explore the
mesoscale as well as the global structural and functional brain net-
works related to these gene sets in silico. We meet this demand by

(© 2018 The Author(s)
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functional and genetic anatomical relations at different scales and
different hierarchical anatomical labels. This data can be retrieved
from public resources and integrated in our framework. The same
applies to private data generated during experiments in the lab.

The data we handle includes hierarchical parcellations and struc-
tural annotations (e.g. Allen Mouse Brain and Allen Human Brain
region annotations), classical 3D image data (e.g. brain template,
spatial gene expression), 3D aggregated data (e.g. Allen Mouse
Brain gene expression data or viral injection traces), region-wise
connectomes/relations (e.g. resting state functional connectivity)
and voxel-resolution connectomes/relations (structural connectiv-
ity, gene co-expression), all aligned to a common reference space.
Voxel-wise connectivity/relational data generally has a very dense
connectivity with up to billions of connections, so their matrices
can take up hundreds of gigabytes.

Our framework visualizes volumetric, geometry and graph data
simultaneously in 3D rendering and 2D slice views, linked to views
showing quantitative profiles at a hierarchical parcellation level.
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The user can interactively navigate the hierarchical levels, which
provide spatial context by rendering their brain regions in 2D/3D
views. In a previous paper [GKHB18], we described a specialized
data structure that organizes and aggregates the voxel-wise con-
nectivity data hierarchically. Via so called Aggregation Queries
[GKHB18], which represent the aggregated incoming/outgoing
connectivity of volumes of interest (VOI), the data is made ac-
cessible in real time and can be explored interactively on different
anatomical scales. The hierarchical organization is anatomy-driven.
It can be flexibly generated for different ontologies and their re-
spective spatial region annotations.

In this paper, we used interactive local 3D selection on visual-
ized data to define VOIs with high intensity. Based on these, Ag-
gregation Queries can be executed on a user selected connectiv-
ity data set. The result is the cumulative voxel-wise connectivity
of the selected VOI that, again is visualized as intensity volume
in the 3D rendering as well as quantitative brain-region-wise pro-
file. These are augmented with hierarchical information (i.e. inten-
sity of sub-regions) to provide an overview of different hierarchi-
cal levels. This kind of interaction allows the researcher to relate
integrated resources, for example incoming/outgoing connectivity
at voxel-level and region level, directly to imaging data showing
brain-wide gene expressions (spatial gene expression data). Higher
order network connections can be targeted by repeatedly cascading
over the query results, which can be selected directly in the brain-
region-wise profile. This represents an iterative exploration of the
networks. The query results can further be visualized as graph rep-
resentation rendered as 3D and 2D network graphs. This reduces
the complexity of voxel-level results to region-level graphs and
provides neuroanatomical context, so they can be presented in a
way that is particularly suited for neuroscience publications, as ad-
vised by domain experts. We integrated the framework components
into workflows for interactively fusing volumetric with connectiv-
ity data, brain network exploration at different anatomical levels,
and intuitive 3D graph visualization. We demonstrate the practical
significance of this tool by presenting several use cases based on
heterogeneous neurobiological data from large scale brain initia-
tives that allowed to reproduce several recent biological findings.

Our previous work enabled us to realize, for the first time, meth-
ods for interactive exploration of dense voxel-wise brain connec-
tivity data of several gigabytes of size. Based on this, we propose
additional visual analytic methods for interactive:

e joint exploration and fusion of brain network data over different
scales ranging from multi-resolution voxel-wise connectivity to
connectivity defined in respect to different anatomical region hi-
erarchy levels

e joint exploration of data from different brain network types (e.g.
structural, functional, gene co-expression)

e identification of higher order connectivity in dense network
graphs with billions of edges

2. Background

We have been collaborating with experts interested in neuronal cir-
cuits in the mouse brain, how they control emotional states and
behavior, and how they are modulated by genes and psychoactive

drugs [HKC™*10]. The data they use and the related use cases pro-
vide a good starting point for understanding how nowadays data-
driven research is done in neurocircuit science. Based on previous
projects, informal interviews and discussions with our collaborat-
ing domain experts we jointly identified the following major ana-
lytical workflows and user stories:

Relating spatial gene expression data to different kinds of
connectivity: The entry point for many data analytics workflows
are ’candidate regions’ - brain regions that may be part of a specific
brain circuit. Those are affected by genes that are either related
to a certain behavior, or targeted by a psychoactive drug. Thus, the
knowledge of where a gene affects the brain is a first step in relating
it to a particular function. The effect is rather broadly defined. Well
documented cases are primary gene expression sites [LHA*07]
(sites where the gene creates products, such as proteins) and struc-
tural connectivity (regions to which primary gene expression sites
project) [OHN*14]. Spatial gene expression and structural connec-
tivity data for the mouse brain is provided e.g. by the Allen Mouse
Brain Atlas (AMBA) at a voxel-level, that was published by the
Allen Institute in 2007 and 2012. This data has been studied for
this purpose before [LHA*07]. Here, the primary expression sites
of a gene are made available as 8 bit intensity volumes, representing
the density of cells expressing the gene (i.e. spatial gene expression
data), related to a specific standard brain. To use those resources for
hypotheses building, it is necessary to aggregate data manually by
querying online databases and literature research. Therefore, an in-
tegrated workflow for data fusion is therefore missing. Identifying
brain regions that are functionally or structurally connected (either
directly or transitively) to this expression site may also contribute
to this function or be a second order effect thereof. Performing this
tasks at a voxel-level is a particular challenge, since connectivity
matrices can easily grow up to hundreds of gigabytes.

Comparing different types of connectivity is of essential im-
portance for identifying neural circuits. For example, two brain re-
gions can have a high structural connectivity (a connection via neu-
rons) but do not necessarily express the same genes (e.g. a so called
ligand-receptor binding [YWO04]). Therefore, their genetic connec-
tivity for a specific gene set, represented as gene co-expression
correlation (the correlation of the gene-expression between two re-
gions) is low. Finding a correlation between regions in their fMRI
activity may show their functional relation, but a difference in gene
co-expression correlation could reveal that this activity relies on
completely different molecular mechanisms. Directional structural
connectivity can reveal the flow of information for (undirectional)
fMRI connectivity [GSB*15]. The possibilities of brain network
comparisons are versatile, but the given examples are in particular
relevant for domain experts. Combining specific circuits for larger
networks can be done again by manual data aggregation, such as
whole brain fMRI studies, but require the expertise of a bioinfor-
matitian.

Exploring the data on different scales: Operating region-wise
on the data (for example a region-wise network graph) depends
on spatial hierarchy. Brain regions are organized by ontologies as
trees with larger regions at the top, and ultimately resolves into
voxel-resolution at the lowest level of the related standard brain.
In order to keep an overview while comparing global networks
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Figure 1: Web-component for iterative exploration of multiscale brain data. A) Parcellation Browser showing a hierarchical (anatomical)
brain parcellation. This controls the parcellation level of visualized graphs and profiles. B) Query Toolbar to start visual queries for tar-
get/source connectivity on different connectivity matrices. C) Viewer Items List shows all volumes/geometries visualized in 2D and 3D. D)
3D View for rendering volumetric (spatial gene expression and connectivity) data, brain region geometry and network graphs E) 2D slice
view of 3D representation. F) Filtering Toolbar showing histograms of the visualized graphs and threshold sliders for edge filtering. G)
Expression/Connectivity Profile providing a region-wise quantitative representation of volumetric data.

with different modalities, larger regions are preferred. On the other
hand, visualizing small subnetworks for circuit dissection requires
smaller regions of the hierarchy or even voxel-level. A hierarchi-
cal organization of the network graph can therefore replace time-
consuming pre-selection of relevant regions in current experimental
workflows.

3. Related Work
Joint exploration of neurobiological data on different scales:

As various studies have already shown for the mammalian brain,
combining information of the macroscale connectome with mi-
croscale neuronal architecture does provide a deeper understand-
ing of the brain’s organization [SSDV14]. Recently, this has also
been confirmed for the living human brain, associating resting state
functional connectivity with both gene expression [PLK*15] as
well as cortical microstructure such as T1-based myelin content,
as obtained from ultrahigh-resolution MRI [HBG*17]. This em-
phasizes the growing need for visualization tools which incorporate
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data of multiple scales. To visualize the relationship between multi-
scale data, mentioned studies primarily utilize enhanced heatmaps,
as it can be seen in Scholtens et al. [SSDV14], where the ma-
trix entries depict anatomical projections. Structural connectivity
strength is encoded by color, projection distance by dot size. To
provide spatial context, the matrix is presented side-by-side to a
brain surface, color-coding anatomical areas. This approach pro-
vides a good overview on region-level. However its complexity in-
creases on higher resolution, such as voxel-level.

To integrate macroscopic data at a brain region level with mi-
croscale data from simulation of neural activity, Nowke et al.
[NSvA*13] have introduced the interactive analytics tool VisNEST,
for Macaque monkeys visual cortex. They provide views for visu-
alizing connectivity between brain regions, within-region connec-
tivity representation and time-varying activities across regions. Re-
gions of interest can be selected in a 3D anatomical view and are
represented as meshes, where color and opacity depict activity. Al-
though VisNEST allows comparison of region-level connectivity,
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it is not tailored for high-resolution connectivity data nor does it
relate to volumetric data.

For Drosophila, Lin et al. [LTW*11] introduced Neuron Naviga-
tor, a tool that allows queries for connectivity of regions of interest
in the Drosophila brain space. These spatial queries are achieved
by accessing a 3D neuron image database and matching the region
of interest with annotated locations of neuron terminals. Although
these queries represent connectivity between neurons, they are not
executed on actual graph/network data.

BrainExplorer [LNT*08] is an interactive visualization tool, pro-
vided by the Allen Brain Institute to explore the spatial gene ex-
pression and structural connectivity data provided by the Allen
Mouse Brain Atlas. Brain Explorer provides volume rendering and
blob-like visualization of gene expressions mapped to a standard
brain. Voxels are colored according to their expression level. The
tool enables the execution of pre-computed source/target connec-
tivity queries of brain regions, which is also available via a web-
interface on the Allen Institute’s website [all]. This work comes
closest to our solution. However, they provide (pre-computed)
queries for incoming/outgoing connections only on pre-defined
sites or anatomical regions. Other tools allowing exploration of
connectomic data are CATMAID [SCHT09] and ConnectomeEx-
plorer [BAAK*13], which allow tracing neurons on single EM
Stacks, so that they work at a local level of a single network with
fixed scale. Similar accounts for Sherbondy et al. [SAM™*05], who
query pre-computed pathways on diffusion tensor imaging data
from volumes of interest. NeuroLines [AABS*14] offers a visu-
alization as simplified skeleton graph, similar to a 2D subway map.
Different levels of abstraction allow for multi-scale exploration, but
is ultimately tailored to branched, tree like connections in electron
microscopy data.

A more generic framework, named neuroVIISAS [SE12] pro-
vides multiple ways of organizing, visualizing and analyzing multi-
scale brain network simulation data. NeuroVIISAS offers a collec-
tion of visualization techniques in 2D such as different representa-
tions of hierarchical connectivity matrices, circular connectograms,
various layouts for planar graphs, as well as in 3D, where regions
are rendered as spheres or true anatomical surface meshes, colored
based on the color defined in the reference ontology. Connections
are depicted as tubes with or without arrows. Moreover, individual
source and target queries can be performed textually by defining
filters on a table of all the available connections. The resulting se-
lections can be viewed side-by-side in 2D atlas views. However, as
this tool is designed for analysis of simulation data it has a different
scope.

Visualization of structural, functional and gene co-
expression brain networks: Brain networks are commonly
represented as node-link diagrams, connectivity matrices or con-
nectograms, where only the first can be visualized in anatomical
space both in 2D, with slice views of the anatomical planes
and 3D. In volumetric space, edges have been rendered as
straight lines in between nodes depicted as spheres across the
brain [XWH13, LDTS14] or curved lines along the brain sur-
face [LFG*15]. However, with a dense number of connections,
this produces clutter and obscures the underlying anatomy.
Mostly, brain networks are too complex to be able to show all

details up to the highest level of resolution whilst seeing the
entire global structure. Thus, hierarchies can define the level
of partition. Applied to rendering in 3D space, the hierarchical
level can be determined by the distance to the viewpoint in a
level-of-detail-visualization [BDO07], edge bundling [BSL*14].
Hence, brain network visualization tools [MBB* 16] often present
network structure and anatomical context side-by-side and achieve
reference through linked views and coloring network nodes
according to their anatomical region. This provides the flexibility
to layout the connectivity network according to network properties
such as using a spring-embedded layout where well-connected
groups of nodes are pulled together as seen in [PLK " 15]. Different
graph layouts, such as an anatomical layout, are also supported by
NeuroMap [Sor13], which renders potential neuronal connections
in the fruit fly’s brain as interactive circuit-style wiring diagrams.
Spatial context is provided by introducing brain regions as spatial
constraints to a 2D layout by providing a 2D abstraction of
anatomical organizations and by linking NeuroMap with 3D
visualizations, showing the neurons in their 3D anatomical context.
Although these tools provide spatial/anatomical context, they
are limited to a regional level, and do not scale to voxel-level
resolution with billions of edges.

4. Core Tasks

Based on the user stories described in Section 2 we identified the
following core tasks and requirements to be supported by our sys-
tem. It is necessary that all tasks can be performed interactively i.e.
without time-consuming computation:

R1: 3D target/source assessment: What is connected to a certain
volume of interest? The user has 3D volume data that shows activ-
ity in certain areas, for example where a certain gene is expressed.
She wants to know which areas are connected via structure or by
function at a voxel-level. She can directly select the areas that are
interesting for her based on the visualization and receives the re-
sults instantly. The user can select additional connectivity modali-
ties, which she can visualize similarly or by their overlap.

R2: Higher order target/source assessment: What is transitively
connected to a certain volume of interest? Originating from the tar-
get/sources of R1, the user wants to know what further connections
exist i.e. which brain regions (also on a voxel-level) are transitively
connected to a certain area. Using R1 iteratively is simply too time
consuming for the user, since it involves the accurate selection of
potentially large brain areas.

R3: Anatomical context: To which brain regions is my data re-
lated? 3D volume data, such as spatial gene expression data or
target/source connectivity query results need to be related to their
anatomical context, so that the user has quantified information of
what she is seeing. Therefore, the volume data needs to be summa-
rized to show how much gene expression/connectivity individual
brain regions exhibit. The hierarchical nature of the regions makes
it necessary to navigate/visualize different hierarchical levels.

R4: Explore 3D network graphs with spatial reference: How do
my networks look like on different scales? The user wants to explore
connectivity of experimental data, such as a fMRI network of a
study. She executes target/source queries on the fMRI network and
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other modalities and renders a graph representation of the results.
She wants to navigate hierarchical brain parcellation until the graph
fits her needs. Multiple connectivities need to be represented as a
graph for purposes of comparison, i.e. to see the difference from
and the overlap with her experiment.

R5: Publishable figures: Give me a publishable figure! The
region-wise network graph, generated by R4 needs to be visualized
in a way with which neuroscientists feel intuitively familiar. The
figure needs to be easy to understand, interpretable and suitable
for neuroscientific publications/presentations. The domain experts
consider the best solution to be a 3D graph visualization overlayed
by the outlines of the brain. Furthermore, the workflow for gener-
ating the figure has to be traced in order to be reproducible.

5. A Data Structure for real-time Aggregation Queries of Big
Brain Networks

Querying large graphs, with billions of edges can be time consum-
ing. This data, represented as connectivity matrices (weighted adja-
cency matrices) can easily grow up to hundreds of gigabytes, which
is why keeping them in memory becomes infeasible with increas-
ing size. This requires special solutions for fast disk access (R1,
R2). When operating on different anatomical scales, it is neces-
sary to perform cumulative operations on the connectivity matrices
(e.g calculate region-level connectivity from voxel-wise connectiv-
ity). In this case large parts of the connectivity matrix need to be
loaded and processed. We created a data structure in our previous
work [GKHB18] to allow these Aggregation Queries to happen in
real-time, directly on the hard disk. It uses a specialized Connectiv-
ity Storage to efficiently manage and access large connectivity data
(Figure 2). By exploiting the sparseness of the data and its spatial
organization, it optimizes disk-reading speed via read-ahead paging
and therefore achieves almost sequential reading-speed for local
Aggregation Queries (i.e. cumulated connectivity of a brain area).
To scale for larger brain areas, we implemented a cache mecha-
nisms that uses pre-computed queries in a hierarchical way, simi-
lar to an image pyramid. Moreover, the Connectivity Storage pro-
vides a mapping to a standard reference space, which allows the
retrieval of connectivity data regardless of its original resolution.
The Connectivity Storage has been combined with a multi-model
graph/document-database, which is tailored to hierarchical brain
parcellations (i.e. hierarchical anatomical brain atlases) to store
region-level connectivity for different hierarchy levels. It is also
used to organize spatial data, such as volume data (e.g. spatial gene
expression), binary masks and meshes of region definitions.

A REST API is acting as the central access point for the data. It
provides calls for querying the connectivity matrices, as well as im-
porting them. Data import can be performed by providing the ma-
trices in a row/column table format as csv. The data structure will
then convert the data to a compressed file format for the Connectiv-
ity Storage and automatically aggregats region-level connectivity in
the graph-database (see details in [GKHB18]). It can then be used
immediately afterwards for real-time connectivity queries. These
can be executed in less than one second for brain areas involving
about 1% of the brain, and less than four seconds for larger areas up
to the whole brain on SSD. On HDD the queries are approximately
three times slower.
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6. Visualization Components
6.1. Parcellation Browser

The Parcellation Browser (Figure 1A) shows a hierarchically or-
ganized brain parcellation in a tree view, where every brain region
has a name and a color code. Its main purpose is to define the brain
regions that are visualized in the Expression and Connectivity Pro-
files as well as the query result’s graph representation (the selec-
tion state). Navigating the tree adds/removes regions to/from the
selection state to let the user control the current level of detail (first
column), or mask parts of the brain (column S), depending on her
research question. The uppermost regions are the two hemispheres
that can be expanded further down the hierarchy. Each major brain
region has a color code that is varied in shade depending on its hi-
erarchical level, providing the user with an indirect reference to the
larger anatomical context of a subnode and to the spatial position in
the brain. This effect is further enhanced by using established color
codes for brain regions together with the brain ontologies, which,
for example, available in the AMBA context.

6.2. Query Toolbar

The Query Toolbar (Figure 1B) can be used to execute target/source
queries on connectivity matrices (R1), selected by a dropdown
menu. Furthermore, it can start brushes, which is a spherical se-
lection tool in the 2D slice view.

6.3. Viewer Item List

The Viewer Item List (Figure 1C) controls the visibility and ap-
pearance of spatial volumetric data and geometry that is visible in
the application. Visibility of volumetric data can be controlled by
setting brightness, contrast and transparency. Moreover, it contains
entries for all regions in the selection state, since they are visible
in 2D (color-coded in the same way as in the Parcellation Browser.
For all items, the visibility and color, and for query results (i.e. con-
nectivity data), the visibility of the graph representation can be set.

6.4. 3D Visualization in Anatomical Space

To visualize data in its original spatial, anatomical environment we
are using classical volume rendering (Figure 1D) and multi-planar
reformation (Figure 1E) for the visualization of volumetric data and
graph rendering in a ball-and-stick model, since they are common
in the neuroscience community. We further render anatomical con-
text in the planar view, visualized by region contours, and mesh ge-
ometry in 3D (if enabled via Viewer Items List) in order to provide
anatomical context. 3D mesh rendering is turned off by default,
since it would obstruct 3D volume rendering.

6.4.1. Visualization of Volumetric Data

Volumetric data, like gene expression data or voxel-level structural
connectivity is rendered in 3D (Figure 1D), as well as three pla-
nar slice views (Figure 1E). A maximum of four volumes can be
blended simultaneously in 3D using single color-based transfer-
functions (limited by the four RGBA channels, since the volume
is loaded as texture). In the slice views, blending is also used for
multiple images. Therefore, the rendering of intensity-overlap con-
verges to white.
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Figure 2: Principle of the Connectivity Storage and real time Aggregation Queries: 1. Spatial reordering of a (voxel-level) connectivity
matrix. Rows/columns that represent the outgoing/incoming connectivity of voxels are reordered, so that rows/columns that belong to spatially
close voxel are close to each other. 2. Row Compression: The reordered connectivity matrix is stored with a row-wise compression as
Connectivity Storage File on the hard disk. Row-wise compression saves disk space (and therefore reading time) by exploiting sparseness. 3.
Aggregation Query: A volume of interest (yellow) is selected on 3D spatial data (e.g. spatial gene expression data, red). Outgoing connectivity
is aggregated by reading the corresponding rows (yellow) from the Connectivity Storage File. Since spatially close rows are also close in the
file, they can profit from read ahead paging (blue). The result is the aggregated connectivity for every voxel (green).

6.4.2. Region-level Graph Representation of Voxel-Wise
Connectivity

A result of a target/source query can be also visualized as a 3D
ball-and-stick-model within its anatomical reference space (R4 and
R5). Network nodes are rendered as spheres, where size is deter-
mined by the size of the corresponding anatomical region and color
reflects their anatomical representation in the originating parcel-
lation. Rendering them as meshes instead, would cause blocking
the view by larger brain regions. For directed networks, edges are
rendered as tubes with arrows, differentiating incoming from out-
going connections. Undirected network edges are represented by
tubes. For weighted networks, connectivity strength is color-coded,
ranging from white to the color selected in the Viewer Item List.
Rendering arrows that are indicating the direction of connections,
were specifically requested by our expert users as they are an intu-
itive way of differentiating incoming from outgoing edges in pub-
lications. Edges and nodes are user-adjustable via color-transfer-
functions. Moreover, thresholding edge weights enables dynami-
cal network refinement and an exploration of connections of in-
terest. Node labels further support orientation. In addition to the
network model in the 3D view, network regions are shown as col-
ored outlines of their anatomical equivalent in the corresponding
2D slice views; arrows (for directed) or lines (undirected networks)
are rendered between the region centers in every slice. Although
this shows only a part of the network (i.e. in the specific slice), it has
the advantage that one can corectly render the regions by anatomy
(instead of using a sphere), without facing the problem caused by
possible obstruction in 3D.

6.4.3. Filtering Connectivity Strength

Since the mean number of edges increases quadratically with the
number of nodes, the user can apply thresholding on edges to high-
light stronger connections. This is done with a slider to set a user
defined threshold, in combination with a histogram that shows the
edge weight distribution in the Filtering Toolbar (Figure 1F). The

colors of the histogram bars map directly to the visualized edges.
Hence, color directly relates to connectivity strength.

6.4.4. Multiple Network Graphs

The comparison and joint exploration of multiple graphs, which re-
late to the same anatomical parcellation, has been realized by over-
laying several graphs, i.e. simply rendering multiple edges between
nodes (Figure 4E). Our domain experts found this the most intuitive
method, since one can directly see the similarity/contrast of two
edges between two nodes. Showing only two graphs even renders
up to four arrows between nodes. Therefore, we also implemented
an overlap visualization. Between two nodes, a maximum of two
edges, whose weight is defined by the multiplication of all edges
(at region-level) between those nodes, is rendered. If an overlap is
computed, the histograms depict a formula of the multiplication of
individual graphs (Figure 4F), so that the calculation can be com-
prehended by the user. Cascading queries are treated as a single net-
work, depicted by brackets in the formula (see Section 7.2), since
they represent connectivity of different orders.

6.5. Connectivity and Expression Profiles

Connectivity Profiles (C-Profiles) as well as Expression Profiles (E-
Profiles) (Figure 1G) summarize volumetric voxel-level data in or-
der to make them quantitatively comprehensible for the user (R3).
They visualize the mean target/source connectivity or gene expres-
sion for brain-regions in bar graphs. These brain regions are de-
fined by the selection made in the Parcellation Browser. The mean
connectivity/expression of all subregions are rendered as dots. This
allows the user both to identify regions that have highly con-
nected/expressed subregions, and to further refine the anatomical
hierarchy to focus on relevant subregions. For anatomical context,
the colors of the bars and dots are corresponding to the Parcella-
tion Browser. Names are made visible via a tooltip. One or multi-
ple regions can be picked for a high-intensity VOI selection, which
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Figure 3: Selection of parts of a gene expression pattern (red). A)
Brush-selection of spherical region (yellow) in 2D slice views and
simultaneous rendering in 3D. B) Region-selection initiated by the
Parcellation Browser, voxel-level visualization of a region (yellow).
C) High-intensity-selection of a brain-region started from an Ex-
pression Profile. A dialog which shows a histogram of voxel-level
connectivity within the selected region lets the user decide which
intensity, and therefore which voxels, will be selected. The result is
rendered in 2D and 3D (yellow).

enables the user to threshold for high expression/connectivity vox-
els in a separate dialog (see Figure 3). This allows higher order
target/source queries in an iterative workflow (R2), as further de-
scribed in Section 7.1.3. For C-Profiles, the percentual composition
of the query region is shown in a bar above the profile to indicate
the queries anatomical context. It uses the same parcellation/color
code as the profile, and reveals its region names via mouse-over.
Furthermore the query region can be added again to the 2D/3D
viewer, so that a user can reproduce the query with the same or
other connectivity matrices.

7. Basic Workflows for Joint Data Exploration
7.1. Visual Queries

A visual query allows API requests to the data structure that are
based on selections of a volume of interest directly in volume ren-
dering. The response can then be directly shown in the 2D/3D ren-
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derer as well as C-Profile. This subsection describes the interaction
with volume data, and the query types we have implemented.

7.1.1. Selecting a Volume of Interest

In the volume rendering, the selection of areas can be performed in
three different ways: Brush-selection, region-selection, and high-
intensity-selection. Brush-selection is performed from the Query
Toolbar. 1t lets the user draw pherical areas encoded in trans-
parent yellow in the 2D slice views, which are also directly ren-
dered in 3D. Figure 3A for example shows a gene-expression vol-
ume, where the spherical area is drawn on voxels with high gene-
expression. Executing queries on this area is therefore acting as
link between volume and connectivity data. The region selection
(Figure 3B), added by the magnifying-glass-plus-button in the Par-
cellation Browser next to a region, selects only voxels within this
region rendered as transparent yellow cubes. This provides the user
with the possibility to explore the network without volume data.
High-intensity queries are started from the E-Profiles. It allows the
user to select voxels with high-intensity within user-selected brain
regions. The user selects brain regions of interest in the E-Profiles
(Figure 3 C) with high gene expression. By clicking the "add high-
intensity VOI " button, a dialog appears which shows a voxel-level
histogram of the intensity values within this region. Here the user
defines high-intensity voxels by setting a threshold. In the 3D/2D
views, the voxels are instantly selected and visualized similarly to
the region selection.

7.1.2. Target/source queries

Target/source queries can be used to link connectivity data with
volume data (R1). In the Query Toolbar, connectivity matrices for
querying can be selected and brush-drawings with a certain radius
can be started (although one can also use the other brush-types in-
stead). The selected area (Figure 3A) then acts as an input for a
target or source query on the API. The API retrieves the connectiv-
ity to all voxels that are either targets or sources from the selection,
and then returns a Connectivity Volume (connectivity from/to VOI
on voxel-level) as compressed JPEG to the web-component which
will be rendered instantly in 3D, 2D slice view and as C-Profile
(R3). This represents the cumulated connectivity to (target) or from
(source) the selected area. The Connectivity Volume automatically
gets assigned a random colorscale, from white to a color that differs
the most in its RGB value from other viewer items, to make it visu-
ally most distinctive to other visualized volumetric data. C-Profiles
are shown in a list under each another, with the most recent one on
top, so that the user does not need to scroll down.

7.1.3. Higher order target/sources

On the C-Profile of the Connectivity Volume, the user can select
regions of interest with high connectivity to start a high-intensity-
selection (Figure 3C). Similarly to the E-Profile (Section 7.1.1), the
user can choose a threshold in a voxel-level connectivity histogram,
which adds all voxel within the region, and a connectivity above the
threshold, as VOI. After performing a target/source query on the
selection, the resulting 2nd-order connectivity is visualized in 2D
and 3D as other volume data, while the associated C-Profile will be
rendered below its originating C-Profile (R2). The name is indented



84 Florian Ganglberger / Iterative Exploration of Big Brain Network Data

and prefixed with "2nd-order" in red font, so that it is clear to the
user that this query belongs to an iterative cascade, while the profile
itself is not indented to ensure vertical comparability between mul-
tiple profiles (Figures 5 C). The cascading nature of these queries
is further emphasized in the region-level graph representation, de-
scribed in the next section.

7.2. Transformation of Voxel-level Connectivity to
Region-level Graph Representation

Changing from voxel-level Connectivity Volumes to region-level
graph representation can be controlled either directly from a C-
Profile via "Show Graph Representation" button, or via the Viewer
Item List (R4). The Graph Representation is a mapping of already
aggregated connectivity to region-level, and therefore does not re-
flect the total and individual connectivity between brain regions
visible in the graph. It rather represents an abstract view of the
query, showing the aggregated connectivity of a VOI mapped to
a region-level in its 3D/2D spatial context. Moreover, it allows it-
erative queries for higher order target/sources to be visualized in a
cascading way, since the individual graphs are connected by arrows
(Figure 5D) (RS). Edges of the graph are drawn from all regions
in the query area, to all regions in the C-Profile (i.e. the selection
state), with their mean connectivity as weights. These edges do not
need to be calculated, since they have already been aggregated for
the C-Profiles.

7.3. Region-level Selection and Manipulation

The central control element for the C-Profile and Graph Represen-
tation is the Parcellation Browser. Navigating in the tree directly
influences the selection state, thereby determining which bars (pro-
file) or nodes (graph) are shown (R3). Opening a subtree of a re-
gion will remove the corresponding bars/nodes from the graph, and
adding all its children. Closing a region will add it, while removing
its children. Since the user is not limited by a rigid parcellation, she
can focus on regions of the brain that are relevant to her (e.g. only
sub-cortical areas),

8. Case Studies

We conducted two case studies, which were designed in colab-
oration with our domain experts. The first case study compares
different kinds of networks (structural-connectivity vs gene co-
expression correlation) related to social-bonding behavior. The sec-
ond examines neurocircuits related to memory and learning, which
we explore iteratively.

8.1. Comparison of multiple networks

In the first case study the domain experts would like to examine
brain networks related to social-bonding behavior. In particular,
they were interested in oxytocin and vasopressin (neuropeptides
known to be related to social behavior in mammals) release effect
at the network level [BA15]. For this, they wanted both to exam-
ine primary expression sites of both genes, and explore their tar-
get sites (i.e. outgoing connectivity of expression sites) on different
networks. For this case study we incorporated the following: spatial

Figure 4: Case Study 1: A) Gene expression of OXT (cyan) and
AVP (purple). B) Selected VOI with brush-selection (yellow, indi-
cated by red-arrow). C) Structural connectivity of the VOI in 3D
and 2D (green) and its Connectivity Profile. D) Gene co-expression
correlation of the VOI in 3D and 2D (blue) and its Connectivity
Profile. E) Graph representation of structural connectivity (white
to green) and gene co-expression correlation (white to blue). F)
Multiplication (overlap) of the connectivities (red).

gene expression data (67x41x58 volume on a 200-micron resolu-
tion) of oxytocin (OXT) and vasopressin (AVP), a spatial gene co-
expression correlation network (also 200-micron resolution, ma-
trix file size is ~ 12 GB) of social-bonding related genes consist-
ing of (gene ENTREZ ID in brackets) Oxt (18429), Oxtr (18430),
Avp (11998), V1b receptor (26361), DIR (13488), D2R (13489),
Slc6a3 (13162) and Crh (12918); and a 100-micron voxel-level
(132x80x114) structural-connectivity from the AMBA (file size is
~ 90 GB) [GKHB18]. Although these networks have billions of
edges, our data structure [GKHB18] allows real-time retrieval of
aggregated connectivity (i.e. cumulated incoming/outgoing con-
nectivity) of a VOI on a 132x80x114 standard brain space.

(© 2018 The Author(s)
Eurographics Proceedings (© 2018 The Eurographics Association.
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Identify a volume of interest of spatial data: The entry point
for experts is the spatial gene expression data of OXT (Figure 4A
cyan) and AVP (Figure 4A purple). The user notices an overlap in
the hypothalamus (indicated by dark red contours, in the 2D slice
view) (R3). She selects the overlapping area with a spherical brush
initiated by the Query Toolbar (Figure 4B yellow spheres, high-
lighted by red arrow).

Find connected areas: The user selects the structural connectiv-
ity matrix in the Query Toolbar, a click on the Target Query button
executes the selected VOI on the data structure (R1). The accumu-
lated connectivity is instantly displayed as Connectivity Volume in
3D and 2D (Figure 4C green) and as C-Profile (Figure 4C bottom).
The profile shows that the strongest connectivity is to the Hypotha-
lamus (dark red) itself (strongest connectivity to itself is common
for structural and gene co-expression correlation). Other top con-
nections are the Striatum (light blue), Pallidum (dark blue), Mid-
brain (pink), Thalamus (light red) and some cortical areas (green)
(R3). This process is repeated for the gene co-expression correla-
tion (Figure 4D blue), where its profile depicts hypothalamus as
strongest again, but among similar connections also strong connec-
tions to Cerbellum (yellow) and Hindbrain (orange).

Compare networks: To compare the connectivities, the user vi-
sualizes them as Graph Representation (R4). Figure 4E shows the
two graphs in 2D and 3D, easily recognizable by their colors. In
the Filtering Toolbar the user selects a threshold to filter weak con-
nections. Among others, the user sees that both networks show
projections to the Septal Complex (LSX), the Anterior Cingulate
(ACA) and the Prelimbic/Infralimbic Area (PL and ILA), which are
well known nodes involved in social behavior [BA15]. To further
highlight this, the user also visualizes the overlap of both graphs
(i.e. multiplication of both connectivities). The resulting reduced
amount of edges makes it easier for the user to identify regions
which are connected via both connectivities. These types of net-
work visualization were familiar to the domain experts, who con-
firmed their suitability for neuroscientific visualization or publica-
tions (RS).

This case study illustrates the joint exploration of gene expres-
sion data and different kinds of connectivities on voxel- and region-
level. This approach allows real-time visual analytic workflows
which are fast and efficient, compared to time-consuming manual
data aggregation by querying different online databases, literature
research and scripting. A video of the case study is available as
Supplementary Video 1.

8.2. Higher-order connectivity

We designed this case study with domain experts to showcase it-
erative higher-order connectivity queries with a well-known re-
lationship between the brain-derived neurotropic factor (BDNF)
and hippocampal synaptic plasticity, respectively circuits related to
learning and memory [LBD17]. One of these circuits is Dentate
Gyrus (DG) — CA2/CA3 — CA1 — Entorhinal cortex/Subiculum
[LBD17]. For this purpose, we explored a primary expression site
of BDNF in DG, and traversed their first-, second- and third-order
targets iteratively. This case-study required the spatial gene expres-
sion data at a 200-micron resolution for BDNF (gene ENTREZ ID:

(© 2018 The Author(s)
Eurographics Proceedings (© 2018 The Eurographics Association.

Figure 5: Case Study 2: A) Gene expression of BDNF (light blue).
B) Selected VOI with high-intensity-selection (yellow, indicated by
red-arrow). C) Expression Profile of BDNF and its first-, second-
and third.order Connectivity Profiles D) Graph representation of
the connectivity in 2D and 3D (first-order blue, second-order red,
third-order green).

12064) and structural connectivity at a 100-micron resolution from
AMBA in the data structure [GKHB18].

Identify a volume of interest of spatial data: The experts
started their investigation by visualizing the spatial gene expres-
sion of BDNF in 2D/3D and as E-Profile (Figure 5SA). Since the
circuit has its origin in DG, the user navigates in the Parcellation
Browser. In the 2D slice view the user sees that there is a high
expression level, hence she starts a high-intensity-selection in the
E-Profile (Figure 5B).

Find connected areas iteratively: By selecting the structural
connectivity matrix in the Query Toolbar and clicking the Target
Query button, the user receives the accumulated connectivity in-
stantly as 2D/3D visualization and C-Profile. The name of the pro-
file is indented and prefixed with "First-Order" to highlight the it-
erative procedure (Figure 5C). CA2 and CA3 are the strongest con-
nections (not counting DG, since it is a connection to itself), so they
are chosen for the next high-intensity-selection to go further along
the circuit (R2). Note that CA1 receives strong input, but this is pri-
marily caused by their spatial closeness and data acquisition tech-
nique for structural connectivity [AMB]. The next C-Profile shows
CALl as strongest connection (except for the originating CA2/CA3).
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By performing a high-intensity-selection on CA1l, the results show
strong connectivity in the Retrohippocampal Region. After brows-
ing its subregions in the Parcellation Browser, the connections to
Entorhinal Cortex and Subiculum are revealed (highlighted in Fig-
ure 5C bottom)

Visualize the Circuit: Finally, the experts wanted to see the cir-
cuit in a 2D-3D Graph Representation to give them a spatial con-
text (R4), so that they can use their exploration for presentation and
discussion purposes with colleagues (R5). They selected the "Show
graph representation” button next to the profiles, which instantly
shows them the network graphs (Figure 5D). After filtering for the
strongest connections, the graph shows only the DG — CA2/CA3
— CA1 — Entorhinal cortex/Subiculum circuit (and a connection
to the lateral septal complex LTX, which is not relevant for this
case study). Since the C-Profiles were automatically marked with
different colors, the colored histograms in the Filtering Toolbar,
that are ordered according to their iteration, allow association of
graph edges with the connectivity-order originating from DG.

In this case study, we showed the iterative exploration of a 90
GB connectivity matrix at voxel-level, enabled by quantitative in-
formation in C-Profile and high-intensity VOI selection. To our best
knowledge, this could be done so far only at region-level connec-
tivity. We provide a video of this study as Supplementary Video 2.

9. Discussion and Conclusion

In this paper we present a novel integrated workflow for analyzing
and fusing heterogeneous neurobiological data of different types,
modalities and scale via their spatial context. The workflow is inte-
grated in a framework that combines data from different large-scale
brain initiatives with user generated data. We incorporate a hierar-
chically organized data structure, which enables real-time query-
ing and aggregating of huge brain network connectivity of differ-
ent scales and resolutions on a common standard brain space. This
data structure can be accessed via a web-component, which allows
selecting VOI on 2D/3D visualizations of various volumetric data.
The resulting voxel-level connectivity is rendered again in 2D/3D,
where it can directly be compared to spatial gene expression or
connectivity of different modality. Importantly, these operations re-
main interactive, despite operating on matrices with up to hundreds
of gigabytes.

To allow a quantitative evaluation on brain-region level, the
results are shown as region-wise profile, presenting the mean-
connectivity for every brain region, as well as for all its sub-regions
in a bar chart. This directly highlights strongly connected subre-
gions, which would otherwise be missed if the user operated at
a higher brain region level. The region-level profile of connectiv-
ity further allows for VOI selection for transitive connectivity. Al-
though it would generally be possible for a user to manually select
strongly connected voxels in the 2D slice view in order to start
another target/source query, the domain experts preferred to query
for transitive connectivity within brain regions of their interest (i.e.
they were not interested in retrieving the connectivity of all tar-
get/source sites, but only from sites within brain regions of inter-
est). Therefore, the user selects strongly connected brain-regions
in the region-level profile, chooses a connectivity threshold and re-
ceives a voxel-level selection that can be used for further queries.

Query results can be abstracted as 2D and 3D network graphs,
which reduces the complexity of voxel-level while incorporating
neuroanatomical context. Multiple graphs (i.e. region-level graph
representation of connectivity query results) can be rendered with
parallel arrows/lines, or combined by multiplication. Domain ex-
perts confirmed that they feel familiar with this type of visualiza-
tion. Moreover, it is suitable to be used for discussion or as figures
in neuroscientific publications.

Finally, the case studies conducted with domain experts showed
biological validity and reproducibility by reproducing findings of
known microcircuits that are subject to current research.
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In recent years, big brain-initiatives and consortia have created vast resources of pub-
licly available brain data that can be used by neuroscientists for their own research
experiments. This includes microscale connectivity data—brain-network graphs with
billions of edges—and vast spatial gene expression resources—the representation of
tens of thousands genes in brain space. Their joint analysis for higher order relations
in structural or functional neuroanatomy would enable the genetic dissection of brain
networks on a genome-wide scale. Current experimental workflows involve only time-
consuming manual aggregation and extensive graph theoretical analysis of data from
different sources, which rarely provide spatial context to operate continuously on dif-
ferent scales.

In this paper, we propose BrainTrawler, a task-driven, web-based framework that in-
corporates visual analytics methods to explore heterogeneous neurobiological data. It
facilitates spatial indexing to query large-scale voxel-level connectivity data and gene
expression collections in real-time. Relating data to the hierarchical structure of com-
mon anatomical atlases enables the retrieval on different anatomical levels. Together
with intuitive network visualization, iterative visual queries, and quantitative informa-
tion this allows the genetic dissection of multimodal networks on local/global scales in
a spatial context.

We demonstrate the relevance of our approach for neuroscience by exploring social-
behavior and memory/learning related functional neuroanatomy in mice.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Our work takes recent advances in circuit neuroscience into
account (e.g. neuro- and behavioral genetics, optogenetics,

The quest for understanding the principle organization of the
brain and its functional parcellation is constantly changing due
to the increasing wealth of multimodal neurobiological data
generated by brain initiatives, such as the Allen Institute [1],
the Human Brain Project [2], the WU-Minn Human Connec-
tome Project [3], and the China Brain Project [4].

*Corresponding author: e-mail.: ganglberger@vrvis.at;

imaging) that identified gene sets underlying a specific behav-
ioral function [5]. However, there is a lack of tools to explore
the mesoscale (i.e. scale of neuron populations) as well as the
global structural and functional brain networks related to these
gene sets in silico.

We meet this demand by proposing a task-driven, web-based
framework called BrainTrawler. It allows the visualization, it-
erative exploration and the integration of spatial data on dif-
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ferent scales or brain parcellations, including hierarchical and
structural annotations of the brain, collections of 3D spatial
gene expression data (i.e. which gene is where in the brain
expressed) with tens of thousands images, and region/voxel-
resolution networks with up to billions of connections. This
enables workflows for interactively fusing volumetric with con-
nectivity data, brain network exploration at different anatomical
levels, genetic analysis of the brain and intuitive 3D graph vi-
sualization. We demonstrate the practical significance of this
tool by presenting several use cases based on heterogeneous
neurobiological data of the mouse brain from large-scale brain
initiatives that allowed to reproduce several recent biological
findings.

This paper represents an extension of our previous work [6].
There, we proposed a framework that visualizes volumetric, ge-
ometry, and graph data simultaneously in 3D rendering and 2D
slice views, linked to views showing quantitative profiles at a
hierarchical parcellation level. The user can interactively nav-
igate the hierarchical levels, which provide spatial context by
rendering their brain regions in 2D/3D views. We utilized a
specialized data structure [7] that organizes and aggregates the
voxel-wise connectivity data hierarchically. Via so called Ag-
gregation Queries [7], which represent the aggregated incom-
ing/outgoing connectivity of volumes of interest (VOI), the data
is made accessible in real time and can be explored interactively
on different anatomical scales. The connectivity is visualized
as intensity volume in the 3D rendering as well as quantita-
tive brain-region-wise profile. These are augmented with hier-
archical information (i.e. intensity of sub-regions) to provide
an overview of different hierarchical levels. This kind of inter-
action allows the researcher to relate integrated resources, for
example incoming/outgoing connectivity at voxel-level and re-
gion level, directly to imaging data showing brain-wide gene
expressions (spatial gene expression data). Higher order net-
work connections can be targeted by repeatedly cascading over
the query results, which can be selected directly in the brain-
region-wise profile. This represents an iterative exploration of
the networks. Region-level representation of voxel-level con-
nectivity rendered as 3D and 2D network graphs can be used
to reduce complexity and provides neuroanatomical context, so
they can be presented in a way that is particularly suited for
neuroscience publications, as advised by domain experts.

In this paper, we integrate the framework’s components into
a task-driven workflow scheme. It does not only allow the it-
erative exploration of big brain networks, it further enables the
genetic dissection thereof (i.e. which genes play a role in spe-
cific parts of these networks). For this, we included spatial gene
expression data of the mouse brain on a genome-wide level [8]
(i.e. for all genes in the mouse genome) and used spatial in-
dexing [9] to allow for real-time queries of genes expressed at a
VOI. Query results can be analyzed in linked views that include
visual analytic tools (parallel coordinates, heatmaps etc.) to get
insight into genetic features of subnetworks, i.e. how geneti-
cally similar are different parts of a network or which genes are
relevant for different connections.

Furthermore, we performed several design optimizations re-
garding the qualitative and quantitative visualization of net-

works. Quantitative information can be arranged in different
ways to provide the user with either more detail or overview. In
Ganglberger et al. [6] Aggregation Queries [7] could be repre-
sented as region-level graph in their 3D/2D spatial context. For
this, the voxel-level connectivity of the VOI is mapped to a brain
region-level. Since the result of an Aggregation Query repre-
sents the already aggregated connectivity of a VOI, it could not
be further split into anatomical sub-regions thereof (i.e. the VOI
represents the smallest anatomical level the outgoing/incoming
connectivity can be mapped to). We overcame this by develop-
ing a Split-Aggregation Query, which divides a VOI to anatom-
ical subregions and executes multiple Aggregation Queries in
parallel. With similar performance to a single Aggregation
Query, they allow a more detailed regional-level dissection of
voxel-level connectivity in real-time.

Our previous work [6, 7] enabled us to utilize, for the first
time, methods for interactive exploration of dense voxel-wise
brain connectivity data of several dozen gigabytes of size in
combination with vast genetic databases containing volumetric
image data. Based on this, we propose visual analytics methods
for interactive

e joint exploration and fusion of brain network data with
spatial gene expression data continuously over differ-
ent scales ranging from multi-resolution voxel-wise con-
nectivity to connectivity defined in respect to different
anatomical region hierarchy levels

e joint exploration of data from different brain network types
(e.g. structural, functional, gene co-expression)

e identification of higher order connectivity in dense net-
work graphs with billions of edges

e genetic analysis of brain networks based on a genome-
wide gene expression database with tens of thousands im-
ages

These methods are based on a task-driven workflow that allows
the sharing/storing its state for scientific data provenance.

2. Related Work

An abundance of visualization tools for neurobiological data
exists, usually tailored to specific species such as the drosophila
[9, 10, 11], mouse [12, 13], macaque monkey [14] or the human
[15] or the type of data source such as 2D and 3D imaging data
showing e.g. spatial gene expression [12, 16], anatomical struc-
ture derived from microscopy or medical imaging (traced neu-
rons on electron microscopy data [17], diffusion tensor imaging
fibers [18], anatomical regions and segmented neurons from
light microscopy[9], different kinds of connectome data[19]
and gene co-expression data ([20, 16]). While traditional visu-
alization tools have to be installed locally [9, 21], there is a trend
towards developing web-based services. They have the poten-
tial to integrate publicly available and individually administra-
ble data repositories to facilitate integrated workflows, comply-
ing with the shift of brain connectomics into the ”big data” era
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Fig. 1. Task-based web-component for iterative exploration of multiscale brain data. Detailed views of the individual tabs/subfigures can be seen in the
supplement. A) Browse Database tab: The user can browse a collection of 3D gene expression and connectivity data via a text search (A1) and visualize
the data directly in the 3D view (A2) or add it to the workspace (C3). B) Network Query tab: The user can execute target/source queries from the Query
Toolbar (B1) on connectivity matrices that have been added to the workspace. Gene expression/Connectivity is rendered volumetrically in a 3D view
(B2), in a 2D slice view (B3) and as region-wise quantitative representation (Expression/Connectivity Profile) (B4) C) Network Analysis tab: The user can
explore networks or connectivities on a region level in a ball/stick representation (C1), controlled by the Network Analysis Toolbar showing histograms
of the visualized graphs and threshold sliders for edge filtering (C2). The workspace manages which items (3D volumetric data, networks, query results)
are shown in each tab (C3) while the Viewer Items List (C4) controls their appearance (e.g. color). The Parcellation Browser (C5) shows a hierarchical
(anatomical) brain parcellation and is used to change the parcellation level of visualized graphs and profiles. D) Gene Expression Query tab: Via the Query
Toolbar (D1), Gene Expression Queries can be executed. Resulting gene lists are shown in a table below (D2). E) Gene Expression Analysis tab: Gene lists
can be compared in a parallel coordinate system (E1). Its selection is shown in a table (E2), its correlation in a heatmap (E3).
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[22] and a complementation of experimental science by data
driven science.

Joint exploration of neurobiological data on different
scales: As various studies have already shown for the mam-
malian brain, combining information of the macroscale con-
nectome with microscale neuronal architecture does provide a
deeper understanding of the brain’s organization [23]. Recently,
this has also been confirmed for the living human brain, as-
sociating resting state functional connectivity with both gene
expression [24] as well as cortical microstructure such as T1-
based myelin content, as obtained from ultrahigh-resolution
MRI [25]. This emphasizes the growing need for visualization
tools which incorporate data of multiple scales. To visualize the
relationship between multiscale data, mentioned studies primar-
ily utilize enhanced heatmaps, as it can be seen in Scholtens et
al. [23], where the matrix entries depict anatomical projections.
Structural connectivity strength is encoded by color, projection
distance by dot size. To provide spatial context, the matrix is
presented side-by-side to a brain surface, color-coding anatom-
ical areas. This approach provides a good overview on region-
level. However its complexity increases on higher resolution,
such as voxel-level.

Lin et al. [26] introduced Neuron Navigator, a tool that
allows queries for connectivity of regions of interest in the
Drosophila brain space. These spatial queries are achieved by
accessing a 3D neuron image database and matching the region
of interest with annotated locations of neuron terminals. Al-
though these queries represent connectivity between neurons,
they are not executed on actual graph/network data. Other tools
allowing exploration of connectomic data are CATMAID [27]
and ConnectomeExplorer [28], which allow tracing neurons on
single EM Stacks, so that they work at a local level of a single
network with fixed scale. Similar accounts for Sherbondy et
al. [29], who query pre-computed pathways on diffusion tensor
imaging data from volumes of interest. NeuroLines [30] offers
a visualization as simplified skeleton graph, similar to a 2D sub-
way map. Different levels of abstraction allow for multi-scale
exploration, but is ultimately tailored to branched, tree like con-
nections in electron microscopy data.

To integrate macroscopic data at a brain region level with
microscale data from simulation of neural activity, Nowke et
al. [31] have introduced the interactive analytics tool VisNEST.
The tool provides views for visualizing connectivity between
brain regions, within-region connectivity representation and
time-varying activities across regions. Regions of interest can
be selected in a 3D anatomical view and are represented as
meshes, where color and opacity depict activity. Although
VisNEST allows comparison of region-level connectivity, it is
not tailored for high-resolution connectivity data nor does it re-
late to volumetric data.

A more generic framework, named neuroVIISAS [32] pro-
vides multiple ways of organizing, visualizing and analyzing
multiscale brain network simulation data. NeuroVIISAS offers
a collection of visualization techniques in 2D such as different
representations of hierarchical connectivity matrices, circular
connectograms, various layouts for planar graphs, as well as in
3D, where regions are rendered as spheres or true anatomical

surface meshes, colored based on the color defined in the refer-
ence ontology. Connections are depicted as tubes with or with-
out arrows. Moreover, individual source and target queries can
be performed textually by defining filters on a table of all the
available connections. The resulting selections can be viewed
side-by-side in 2D atlas views. However, as this tool is designed
for analysis of simulation data it has a different scope.

Recently, Huisman et al. [16] presented BrainScope, a
web-based tool for interactive visual exploration of gene co-
expressions and their anatomical context derived from the
Allen Human Atlases offering a variety of linked views, where
mouseover in one view highlights the according selection. Se-
lections can be made by brushing regions and are saved in a
workspace. Gene sets can be directly transferred to portals for
gene enrichment analysis. They apply dimensionality reduction
to explore the high dimensional data in two-dimensional space,
represented in a scatter plot, providing spatial context by link-
ing interactive views of atlas slices, and a hierarchical anatomy
navigator, for selection and deselection of brain regions. Brain-
Scope also allows the user to upload their own gene sets for
exploration but is to date limited to the human template brains
provided.

BrainExplorer [12] is an interactive visualization tool, pro-
vided by the Allen Brain Institute to explore the spatial gene ex-
pression and structural connectivity data provided by the Allen
Mouse Brain Atlas. Brain Explorer provides volume render-
ing and blob-like visualization of gene expressions mapped to a
standard brain. Voxels are colored according to their expres-
sion level. The tool enables the execution of pre-computed
source/target connectivity queries at brain region level, which
is also available via a web-interface on the Allen Institute’s
website [1]. Furthermore, BrainExplorer allows explicit gene
queries, searching for specified genes of interest and anatomical
queries where the search is based on specific anatomical regions
of interest. For identified genes of interest, a correlation query
can be executed, returning genes with similar expression pro-
files. This work comes closest to our solution. However, they
provide (pre-computed) queries for incoming/outgoing connec-
tions only on pre-defined sites or anatomical regions.

Visualization of structural, functional and gene co-
expression brain networks: Brain networks are commonly
represented as node-link diagrams, connectivity matrices or
connectograms, where only the first can be visualized in
anatomical space both in 2D, with slice views of the anatomi-
cal planes and 3D. In volumetric space, edges have been ren-
dered as straight lines in between nodes depicted as spheres
across the brain [21, 19] or curved lines along the brain sur-
face [33]. However, with a dense number of connections, this
produces clutter and obscures the underlying anatomy. Mostly,
brain networks are too complex to be able to show all details
up to the highest level of resolution whilst seeing the entire
global structure. Thus, hierarchies can define the level of par-
tition. Applied to rendering in 3D space, the hierarchical level
can be determined by the distance to the viewpoint in a level-
of-detail-visualization [34], edge bundling [35]. Hence, brain
network visualization tools [36] often present network struc-
ture and anatomical context side-by-side and achieve reference
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through linked views and coloring network nodes according to
their anatomical region. This provides the flexibility to lay-
out the connectivity network according to network properties
such as using a spring-embedded layout where well-connected
groups of nodes are pulled together as seen in Poldrack et al.
[24]. An interactive approach has been proposed in NeuroCave
[37]. Instead of arranging nodes, they map the network to a
topological space via dimensionality reduction of connectivity
data. Here, it renderes a node-link diagram in anatomical (real
world coordinates) and topological spaces side-by-side.

Different graph layouts, such as an anatomical layout, are
also supported by NeuroMap [38], which renders potential neu-
ronal connections in the fruit fly’s brain as interactive circuit-
style wiring diagrams. Spatial context is provided by introduc-
ing brain regions as spatial constraints to a 2D layout by provid-
ing a 2D abstraction of anatomical organizations and by linking
NeuroMap with 3D visualizations, showing the neurons in their
3D anatomical context. Another anatomical layout approach
has been used by Ji et al. [39], which uses a planar projection
of the human skull visualize functional networks derived from
EEG. Although these tools provide spatial/anatomical context,
they are limited to a regional level, and do not scale to voxel-
level resolution with billions of edges.

When comparing different kinds of connectivities, it is es-
sential to visualize similarities/differences of networks [40]. A
design study conducted by Alper et al. [40] showed that a ma-
trix visualization in combination with glyphs results in a better
comparability than superimposed node-link diagrams. Another
way are so called small multiples, a series of graphs with similar
scale to compare them easily, for example functional connec-
tivity in a circular layout with similar anatomical regions/nodes
[41]. For analyzing networks over time—with hundreds of time
points—this approach becomes time-consuming and unreliable
for it depends on memorization by the user. Therefore, Bach et
al. [42] used a pilling metaphor to visually encode snapshots of
a network (i.e. a network at a time point) into manageable parts
(“piles* of similar small multiples) to identify temporal patterns
in functional networks.

3. Background

3.1. Data

We have been collaborating with experts interested in neu-

ronal circuits in the mouse brain, how they control emotional
states and behavior, and how they are modulated by genes and
psychoactive drugs [43]. The data they use provide a good start-
ing point for understanding how nowadays data-driven research
is done in neurocircuit science. It can be divided into three
types:
Standard brain and its parcellation (building the reference
system): A standard brain represents a common reference
space, to which other data can be registered to. This standard
space can be hierarchically parcelled to represent anatomical
annotation (e.g. Allen Mouse Brain and Allen Human Brain
region annotations). In general, the highest level is the whole
brain which is divided hierarchically into sub-regions.

Volume data (aligned to the standard brain, i.e. everything is
in the same reference space): 3D image data (e.g. brain tem-
plate, spatial gene expression). The spatial gene expression is
available on a genome-wide scale [8], therefore 3D image data
of 19479 genes add up to to several dozen gigabytes in total.
Connectivity data (also aligned to the standard brain): Region-
wise connections/relations (e.g. resting state functional con-
nectivity) and voxel-resolution connections/relations (structural
connectivity, gene co-expression) derived from imaging data
(e.g. Allen Mouse Brain gene expression or connectivity data).
Voxel-wise connectivity/relational data generally has a very
dense connectivity with up to billions of connections. Hence,
their matrices can take up hundreds of gigabytes.

3.2. User Stories

Based on previous projects, informal interviews, and discus-
sions with our collaborating domain experts, we jointly identi-
fied the following major analytical workflows and user stories:

Relating spatial gene expression data to different kinds of
connectivity: The entry point for many data analytics work-
flows are ’candidate regions’—brain regions that may be part
of a specific brain circuit. Those are affected by genes that
are either related to a certain behavior, or targeted by a psy-
choactive drug. Thus, the knowledge of where a gene affects
the brain is a first step in relating it to a particular function.
The effect is rather broadly defined. Well documented cases are
primary gene expression sites [8] (sites where the gene creates
products, such as proteins) and structural connectivity (regions
to which primary gene expression sites project) [44]. Spatial
gene expression and structural connectivity data for the mouse
brain is provided e.g. by the Allen Mouse Brain Atlas (AMBA)
at a voxel-level [8]. Here, the primary expression sites of a
gene are made available as 8 bit intensity volumes, represent-
ing the density of cells expressing the gene (i.e. spatial gene
expression data), related to a specific standard brain. To use
those resources for hypotheses building, it is necessary to ag-
gregate data manually by querying online databases and liter-
ature research. Therefore, an integrated workflow for data fu-
sion is missing. Identifying brain regions that are functionally
or structurally connected (either directly or transitively) to this
expression site may also contribute to this function or be a sec-
ond order effect thereof. Performing this tasks at a voxel-level
is a particular challenge, since connectivity matrices can easily
grow up to hundreds of gigabytes.

Exploring the data on different scales: Operating region-
wise on the data (for example a region-wise network graph)
depends on spatial hierarchy. Brain regions are organized by
ontologies as trees with larger regions at the top, and ultimately
resolves into voxel-resolution at the lowest level of the related
standard brain. In order to keep an overview while compar-
ing global networks with different modalities, larger regions are
preferred. On the other hand, visualizing small subnetworks for
circuit dissection requires smaller regions of the hierarchy or
even voxel-level. A hierarchical organization of the network
graph can therefore replace time-consuming pre-selection of
relevant regions in current experimental workflows.

Comparing different types of connectivity is of essential
importance for identifying neural circuits. For example, two
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brain regions can have a high structural connectivity (a con-
nection via neurons) but do not necessarily express the same
genes (e.g. a so called ligand-receptor binding [45]). There-
fore, their genetic connectivity for a specific gene set, repre-
sented as gene co-expression correlation (the correlation of the
gene-expression between two regions) is low. Finding a cor-
relation between regions in their fMRI activity may show their
functional relation, but a difference in gene co-expression corre-
lation could reveal that this activity relies on completely differ-
ent molecular mechanisms. Directional structural connectivity
can reveal the flow of information for (undirectional) fMRI con-
nectivity [46]. The possibilities of brain network comparisons
are versatile, but the given examples are in particular relevant
for domain experts. Combining specific circuits for larger net-
works can be done again by manual data aggregation, such as
whole brain fMRI studies, but require the expertise of a bioin-
formatitian.

Analyzing genetic diversity of brain regions and networks
is necessary to identify their impact on neuronal function, and
consequently on behavior. Finding genes that are specific for
certain neural circuits is crucial in drug-discovery [43] and can
therefore lead to novel treatments of diseases. Performing this
search on a genome-wide level using e.g. spatial gene expres-
sion data provided by AMBA [8], represents an unbiased ap-
proach, which does not involve manual literature research for
relevant genes prior to the analysis. Since the size of such spa-
tial gene expression databases exceeds the memory limitations
of current consumer level computers, data retrieval strategies
for real-time querying are needed [9].

3.3. Task Analysis

Based on the user stories described in Section 3.2 we iden-
tified the following core tasks to be supported by our system.
T1-T2 serve the first user story, T4 the second, T5 the third and
T6-T7 the fourth. T3 and T8 represent general requirement for
all user stories.

T1: 3D target/source query: Which parts of the brain are con-
nected to a certain volume of interest (e.g. a region with high
gene expression)?

T2: Higher order target/source query: What is transitively
connected to a certain volume of interest?

T3: Anatomical context: 7o which brain regions is my data
related?

T4: Explore network graphs: How do my networks look like
on different anatomical scales?

TS: Compare network graphs: How do my networks differ
from each other?

T6: Gene expression query: Which genes are specific for a
certain volume of interest (e.g. a part of a network)?

T7: Explore genetic diversity of networks: How similar are
the specific genes for different parts of a network?

T8: Reproducible/Shareable Workflows: [ want to
share/discuss my findings, so what data did I use, and which
analysis steps did I perform?

4. Data Structures for real-time Queries of Big Brain Data

A prerequisite for the user acceptance of a visual analytics
framework is its responsiveness during interaction. This task
is in our case challenging, as we have to query large graphs,
with billions of edges in real time. Furthermore, keeping the
data, represented as connectivity matrices (weighted adjacency
matrices) or collections of volume data in memory becomes in-
feasible with increasing size. This requires special solutions
for fast disk access (T1, T2, T6). When operating on differ-
ent anatomical scales (T3, T4), it is necessary to perform cu-
mulative operations on the connectivity matrices (e.g calculate
region-level connectivity from voxel-wise connectivity). In this
case large parts of the connectivity matrix need to be loaded and
processed.

4.1. Aggregation Queries for Big Brain Networks

We proposed a data structure in a previous publication [7] to
allow these Aggregation Queries to happen in real-time, directly
on the hard disk. It uses a specialized Connectivity Storage to
efficiently manage and access large connectivity data (T1, T2).
By exploiting the sparseness of the data and its spatial organi-
zation, it optimizes disk-reading speed via read-ahead paging
and therefore achieves almost sequential reading-speed for lo-
cal Aggregation Queries (details in Figure 2). To scale for larger
brain areas, a cache mechanism loads pre-computed queries in
a hierarchical way, similar to an image pyramid. Moreover, the
Connectivity Storage provides a mapping to a standard refer-
ence space, which allows the retrieval of connectivity data re-
gardless of its original resolution. The Connectivity Storage has
been combined with a multi-model graph/document-database,
which is tailored to hierarchical brain parcellations (i.e. hier-
archical anatomical brain atlases) to store region-level connec-
tivity for different hierarchy levels. It is also used to organize
spatial data, such as volume data (e.g. spatial gene expression),
binary masks, and meshes of region definitions.

4.2. Region-level Representation of Voxel-level Connectivity

The result of an Aggregation Query is a 3D image (Con-
nectivity Volume), where the intensity represents the cumulated
connectivity from a VOI (i.e. area in the brain) to the rest of
the brain (i.e. every voxel). In our previous work [6], it was
possible to visualize a region-level Graph Representation of a
Connectivity Volume. This means a region-level representation
of aggregated voxel-level connectivity (T4). Since this is the
already cumulated connectivity of a VOI, the connectivity of
anatomical subregions within the VOI could not be determined
(i.e. one can not split the connectivity for subregions of the
VOI anymore). It rather represented an abstract view of the
query, showing the aggregated connectivity of a VOI mapped
to a region-level in its 3D/2D spatial context (Figure 3A). How-
ever, exploring the connectivity of anatomical subregions pro-
vides a more precise view on the data, which would otherwise
require additional queries by the user. We address this problem
with Split-Aggregation Queries. Before executing a query, the
VOI is split into anatomical brain-regions of the lowest level
of a hierarchical parcellation. During the reading of connectiv-
ity data from the Connectivity Storage, we generate not only a
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Fig. 2. Principle of the Connectivity Storage and real time Aggregation Queries: 1. Spatial reordering of a (voxel-level) connectivity matrix. Rows/columns
that represent the outgoing/incoming connectivity of voxels are reordered, so that rows/columns that belong to spatially close voxel are close to each other.
2. Row Compression: The reordered connectivity matrix is stored with a row-wise compression as Connectivity Storage File on the hard disk. This saves
disk space (and therefore reading time) by exploiting sparseness. 3. Split Aggregation Query: A VOI (yellow, purple and cyan indicates anatomical sub-
regions of the VOI) is selected on 3D spatial data (e.g. spatial gene expression data, red). Outgoing connectivity is aggregated by reading the corresponding
rows (yellow,red and cyan) from the Connectivity Storage File into three separate Connectivity Volumes. Since spatially close rows are also close in the file,
they can profit from read-ahead paging (blue). Aggregated of the VOI can be generated from the three individual Connectivity Volumes (green) but is also

available for the 3 subregions (e.g. for region-level graph representation).

Fig. 3. Region-level Graph Representation of a Connectivity Volume with its
VOI (yellow). A) The Graph Representation from our previous paper [6]
maps the Connectivity Volume of the VOI to the two regions within the VOI
similarly (i.e. so they receive the same outgoing connectivity). B) Split-
Aggregation Queries generate multiple Connectivity Volumes for each re-
gion of the VOI, so the Graph Representation maps the Connectivity Volumes
of the two regions individually (i.e. so they receive their actual outgoing
connectivity.

single Connectivity Volume, but one for each region of the VOI
simultaneously (indicated as yellow, purple and cyan in Fig-
ure 2). While the total connectivity of the VOI can be generated
from the individual Connectivity Volumes, one can still compute
the region-level connectivity for each brain region of the hier-
archical parcellation, and therefore an exact region-level Graph
Representation (Figure 3B).

4.3. Querying Collections of Spatial Gene Expression Data

Genetic dissection of brain regions/networks on a genome-
wide scale requires querying large collections of 3D image data
(T6, T7). For each gene of the Allen Mouse Brain Atlas [8], we
generated a 8 bit spatial gene expression image with 1MB from
the AMBA API [47], by scaling the gene expression to a range
between 0 and 255. To account for regional specificity (i.e.
genes can be expressed in the whole brain, which makes them
not specific for VOI), we standard normalized (z-score) the gene
expression of each gene. The normalized values are then scaled
between 0 and 1 (i.e. 0 means a z-score < 0 and 1 a z-score
> 2.5). To enable a time-efficient call for the genome-wide
gene expression of a VOI as ranked list (i.e. genes ranked by
their mean gene expression specificity in the VOI), we created

a spatial index using space-filling curves similar to Bruckner et
al. [9] allowing fast access of spatial data in arbitrary VOIs.
While Bruckner stores spatial objects and their distances, we
store gene expression per voxel across all datasets in the Allen
Mouse Brain Atlas. Hence, a Gene Expression Query profits
from read-ahead paging similar to Aggregation Queries.

4.4. Application Interface

A REST APl is acting as the central access point for the data.
It provides calls for querying the connectivity matrices and spa-
tial gene expression, as well as importing them. Data import of
connectivity matrices can be performed by providing the ma-
trices in a row/column table format as csv. The data structure
will then convert the data to a compressed file format for the
Connectivity Storage and automatically aggregates region-level
connectivity in the graph-database (see details in Ganglberger
et al. [7]). It can then be used immediately afterwards for real-
time target/source Connectivity Queries.

5. Workflow centric UI Design

We evaluated how to best adapt the existing workflow [6]
for the analytical tasks (Section 3.3) by conducting an informal
discussion about the usability with our domain experts. Ex-
tending the interface from our previous work [6] with new fea-
tures was perceived to overload the interface. As a result we
implemented a tab-based design (Figure 1) of the interface sub-
dividing the eight tasks into logical sub-workflows (Figure 4).
Although tabs can be switched arbitrary, their order reflects the
principle experimental procedure of domain experts:

W1) Browse Database: This workflow (Figure 1A) repre-
sents the starting point for all other workflows. The user can
browse the data collections and add it to a workspace (Figure
1C3). Transitions between these workflows, as well as their
current state (visualized data, executed queries etc) are man-
aged by this, which can be stored/shared as hyperlink to allow
for data provenance and reproducibility (T8).

W2) Network Query: Here, the user can execute tar-
get/source queries (T1) or higher order target/source queries
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(T2) to explore local brain network connectivity visualized in
an anatomical context (T3) (Figure 1B). The user has 3D vol-
ume data that shows activity in certain areas, for example where
a certain gene is expressed. She wants to know which areas
are connected via structure or by function at voxel-level (T1).
Hence, she can directly select the areas that are interesting for
her based on a 3D brain-visualization and receives the results
instantly.

It is possible to select different types of connectivities, which
can be visualized similarly or by their overlap. Originating from
the target/sources, the user wants to know what further connec-
tions exist, i.e., which brain regions (also on a voxel-level) are
transitively connected to a certain area (T2). Therefore, she can
perform target/source queries iteratively, aided by accurate VOI
selection of regions with high connectivity.

3D volume data, such as spatial gene expression data or tar-
get/source connectivity query results need to be related to their
anatomical context, so that the user has quantified information
of what she is seeing (T3). Therefore, the volume data is sum-
marized to show how much gene expression/connectivity indi-
vidual brain regions exhibit. The hierarchical nature of the re-
gions makes it necessary to visualize different hierarchical lev-
els, the user can select a level based on her needs (Figure 1C5).

W3) Network Analysis: Local connectivity (as result of
W2) or global whole-brain connectivity can be analyzed and
compared as region-level networks on different anatomical
scales (T3,T4,T5) (Figure 1C). The user wants to explore con-
nectivity of experimental data, such as a fMRI network of a
study. Hence, she executes target/source queries on the fMRI
network (W2) and other modalities and renders a graph rep-
resentation of the results (T4). Hierarchical brain parcellation
can be navigated (T3), until the graph fits her needs. Multiple
connectivities are represented as a graph for purposes of com-
parison, i.e. to see the difference from and the overlap with her
experiment (T5).

W4) Gene Expression Query: In this workflow (Figure
1D), gene expression queries (T6) can be performed. Here,
user’s research interest is a specific brain region or network
node (i.e. a VOI that represents parts of a network from W2
or W3). She wants to know which genes have a spatial expres-
sion pattern specific for this region/node, which can be selected
in a 3D brain-visualization. A list of genes, ranked by their
gene expression specificity (i.e. how specific is gene expres-
sion of a gene for a VOI) is retrieved in real-time and shown as
table with additional information (such as the genes functional
association).

WS5) Gene Expression Analysis: Here (Figure 1E), the user
can explore the gene expression for different brain regions (e.g
source/target regions of a network), i.e. she wants to know how
similar these brain regions (T3) are genetically (T7). For this
purpose, she can perform multiple gene expression queries in
W4. The resulting gene lists can be compared and filtered in-
teractively in a parallel coordinate system, based on the gene
expression specificity and functional associations.

Fig. 4. Association of the workflows/tabs (Section 5), analytical tasks (Sec-
tion 3.3), visual components (Section 6), and interactions for joint data ex-
ploration (Section 7). The components and interactions are arranged by
their order of appearance in the main text.

6. Visual Components

This section describes the visual components that are used to
implement the workflows (Figure 4) for the 8 analytical tasks
described in Section 3.3.

6.1. Item Manager

The Item Manager is used to handle the association, visi-
bility, and appearance of items between all workflows/tabs and
is in particular important to provide ordered and reproducible
workflows (T8). We split the Item Manager into two separate
lists to emphasize the distinction between what is relevant for a
tab (Workspace List) and the visual appearance within a work-
flows/tabs.

The Workspace List (Figure 1C3) manages which items are
visible in which workflow/tab. Since not all items are relevant
for all workflows, this supports the user to focus on her spe-
cific task. For example, spatial gene expression data of cer-
tain genes might be relevant as starting point for Connectivity
Queries (Figure 1B, W2) but irrelevant for Network Analysis
(Figure 1C, W3).

The Viewer Item List (Figure 1C4) controls the visibility and
appearance of spatial volumetric data, brain regions and con-
nectivity. For volumetric data the brightness, contrast, and
transparency can be controlled to improve visibility.

6.2. Link Sharing

The current state of the application (visualized items,
workspace, selection, executed queries, etc.) can be exported
as hyperlink via a button on the top right of the application.
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The user can store and share her current analysis for data prove-
nance/reproducibility in a neuroscientific environment (T8).

6.3. Parcellation Browser

The Parcellation Browser (Figure 1C5) shows a hierarchi-
cally organized brain parcellation in a tree view, where every
brain region has a name and a color code. This color-coding
supports the user in relating brain regions to all other visual
components. Its main purpose is to define the brain regions that
are visualized (T3) in the Expression and Connectivity Profiles
as well as the query result’s Graph Representation (the selec-
tion state). The uppermost regions are the two hemispheres that
can be expanded further down the hierarchy. Each major brain
region has a color code that is varied in shade depending on its
hierarchical level, providing the user with an indirect reference
to the larger anatomical context of a subnode and to the spatial
position in the brain. This effect is further enhanced by using
established color codes for brain regions together with brain on-
tologies, which, for example, available in the Allen Brain Atlas.

6.4. 3D Visualization in Anatomical Space

We use classical volume rendering (Figure 1B2) and multi-
planar reformation (Figure 1B3) to visualize volumetric data in
its original spatial, anatomical environment (W1-W4). Graphs
are rendered as ball-and-stick models, since they are common
in the neuroscience community. We further render anatomical
context in the planar view, visualized by region contours, and
mesh geometry in 3D (if enabled via Viewer Items List) in order
to provide anatomical context. 3D mesh rendering is turned off
by default, since it would obstruct 3D volume rendering.

6.4.1. Volume Visualization

Volumetric data—gene expression data or voxel-level struc-
tural connectivity (T1, T2)—is rendered in 3D (Figure 1B2),
and in three planar slice views (Figure 1B3) showing outlines
of anatomical regions (T3). A maximum of four volumes can be
blended simultaneously in 3D using single color-based transfer-
functions (limited by the four RGBA channels, since the vol-
ume is loaded as texture). In the slice views, blending is also
used for multiple images. Therefore, the rendering of intensity-
overlap converges to white.

6.4.2. Network Visualization

A result of a target/source query can be also visualized as a
3D ball-and-stick-model within its anatomical reference space
(T4, TS). Network nodes are rendered as spheres, where their
diameter is determined by the size of the corresponding anatom-
ical region. Color reflects their anatomical representations in
the originating parcellation. Rendering them as meshes in-
stead, would cause blocking the view by larger brain regions.
We chose this ball-and-stick model in particular because they
are common in neuroscientific publications (e.g. [48, 49, 50]).
Hence, they are intuitively known in the neuroscientific com-
munity and can therefore used to share/discuss findings with
collaborators that are not familiar with BrainTrawler (T8). For
directed networks, edges are rendered as arrows, undirected net-
work edges are represented by lines. Rendering arrows that

are indicating the direction of connections were specifically re-
quested by our expert users as they are an intuitive way of dif-
ferentiating incoming from outgoing edges in publications. For
weighted networks, connectivity strength is color-coded, rang-
ing from white to the color selected in the Viewer Item List so
different networks can be visually distinguished. Edges and
nodes are user-adjustable via color-transfer-functions. More-
over, thresholding edge weights enables dynamical network re-
finement and an exploration of connections of interest. Node
labels further support orientation.

In addition to the network model in the 3D view, network re-
gions are shown as colored outlines of their anatomical equiva-
lent in the corresponding 2D slice views; arrows (for directed)
or lines (undirected networks) are rendered between the region
centers in every slice. Although this shows only a part of the
network (i.e. in the specific slice), it has the advantage that one
can correctly render the regions by anatomy (instead of using a
sphere), without facing the problem caused by possible occlu-
sions in 3D.

The comparison and joint exploration of multiple graphs,
which relate to the same anatomical parcellation, has been real-
ized by overlaying several graphs, i.e. simply rendering multi-
ple edges between nodes (Figure 6C1) for it is intuitively under-
standable. Since showing only two graphs even renders up to
four arrows between nodes, we implemented an overlap visual-
ization to emphasize on connections that are strong in multiple
networks. Here, only a maximum of two edges per node needs
to be rendered (i.e. two for directed, one for undirected). Their
weights are defined by the multiplication of all edges (at region-
level) between those nodes. Unlike an overlap that is based on
the presence of connections (i.e. it renders binary edge weights
if they are above certain thresholds in different networks), it
provides edge weights on a continuous scale to visualize con-
trast between weak/strong connections. If an overlap is com-
puted, the histograms depict a formula of the multiplication of
individual graphs (Figure 6C2), so that the calculation can be
comprehended by the user. Cascading queries are treated as a
single network, depicted by brackets in the formula (see Section
7.2), since they represent connectivity of different orders.

6.5. Query Toolbar

The Query Toolbar (W2, W4) (Figure 1B1 and D1) can be
used to execute target/source Connectivity Queries on connec-
tivity matrices (T1, T2) as well as Gene Expression Queries
(T6). Furthermore, it can start brushes, which is a spherical
selection tool in the 2D slice view.

6.6. Network Analysis Toolbar

Since the number of edges increases quadratically with the
number of nodes, the user can apply thresholding on edges to
hide weaker connections (T4,T5). This is done with a slider to
set a user defined threshold, in combination with a histogram
that shows the edge weight distribution in the Network Analysis
Toolbar (Figure 1C2, W3). The colors of the histogram bars
map directly to the visualized edges. Hence, color directly re-
lates to connectivity strength. The Network Analysis Toolbar
further allows to hide source or target nodes of a network if the
user wants to focus on these individual parts (T4).
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6.7. Connectivity and Expression Profiles

Connectivity Profiles as well as Expression Profiles (Figure
1B3) summarize volumetric voxel-level data in order to make
them quantitatively comprehensible for the user (T3). They vi-
sualize the mean target/source connectivity or gene expression
for brain-regions in bar graphs. These brain regions are de-
fined by the selection made in the Parcellation Browser. The
mean connectivity/expression of all subregions are rendered as
dots. This allows the user both to identify regions that have
highly connected/expressed subregions, and to further refine
the anatomical hierarchy to focus on relevant subregions. For
anatomical context, the colors of the bars and dots are corre-
sponding to the Parcellation Browser. Names are made visible
via a tooltip on demand, since a direct rendering with the bars
would cause clutter. One or multiple regions can be picked for a
high-intensity VOI selection, which enables the user to thresh-
old for high expression/connectivity voxels in a separate dialog
(see Figure 5). This allows higher order target/source queries
in an iterative workflow (T2), as further described in Section
7.1. For Connectivity Profiles, the percentual composition of
the query region is shown in a bar above the profile to indi-
cate the queries anatomical context. It uses the same parcella-
tion/color code as the profile, and reveals its region names via
mouse-over. Furthermore the query region can be added again
to the 2D/3D viewer, so that the user can reproduce the query
with the same or other connectivity matrices.

Profiles can be visualized in an overview next to the 2D/3D
view to show multiple profiles below each other (Figure 7A).
Therefore, regions are aligned vertically which enables compa-
rability between multiple profiles (T5).

6.8. Filterable Gene Lists

Gene lists (Figure 1A1, D2 and E2, W4 and W5) show tab-
ular information about spatial gene expression data by their
name, GO terms (Gene Ontology, i.e. functional associations
[51]), creation data, and—if they are result of a Gene Expres-
sion Query—their mean gene expression specificity. The list
can be filtered for genes that have specific functional associa-
tions (T6, T7) textually. This is necessary since result lists may
contain irrelevant genes that are not in the research focus of the
user.

6.9. Parallel Coordinates System

A parallel coordinates system allows the filtering of multi-
ple gene lists from different brain regions (WS5) by their gene
expression specificity (Figure 1E1), while their correlation is
visualized in a heatmap (Figure 1E2) (T7). We chose a par-
allel coordinates system so one can interactively select genes
that have a high specificity in one region, but low specificity
in others (this is relevant for ligand-receptor systems). Further-
more, one could adapt this system for future projects, for exam-
ple highlighting specific subsets of genes (e.g. related to a brain
function or behavior) in a different color, so one could directly
see the distribution of these genes in different brain regions.

Fig. 5. Selection of parts of a gene expression pattern (red). A) Brush-
selection of spherical region (yellow) in 2D slice views and rendering in 3D.
B) Region-selection initiated by the Parcellation Browser, voxel-level visu-
alization of a region (yellow). C) High-intensity-selection of a brain-region
started from an Expression Profile. A histogram of voxel-level connectivity
within the selected region lets the user decide which intensity, and there-
fore which voxels, will be selected. The result is rendered in 2D and 3D
(yellow).

7. Interaction Design for Joint Data Exploration

7.1. Visual Queries

We use the Spatial Visual Query [9] paradigm to realize con-
nectivity and gene expression queries. A visual query allows
API requests to the data structure that are based on selections
of a volume of interest directly in volume rendering. The re-
sponse can then be shown in the 2D/3D renderer/Connectivity
Profile (for target/source Connectivity Queries, T1, T2) or as
gene list (for Gene Expression Queries, T6). This subsection
describes the interaction with volume data, and the query types
we have implemented.

7.1.1. Selecting a Volume of Interest:
In the 3D visualization (Section 6.4), the selection of ar-
eas can be performed in four different ways: Brush-selection,
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region-selection, network-nodes-selection or high-intensity-
selection. Brush-selection is performed from the Query Tool-
bar. It lets the user draw spherical areas encoded in transparent
yellow in the 2D slice views, which are also directly rendered in
3D. For example, Figure SA shows a gene-expression volume,
where the spherical area is drawn on voxels with high gene-
expression. Executing queries on this area is therefore acting
as link between volume and connectivity data. The region-
selection (Figure 5B)—added by the magnifying-glass-plus-
button in the Parcellation Browser next to a region—selects all
voxels within this region rendered as transparent yellow cubes.
This allows the user to explore a network without volume data
(e.g. if now relevant volume data is available). It is also possible
to select the nodes of networks (i.e. the regions that represent
the nodes of a network). This is similar to selecting the individ-
ual regions of a network manually, but it can be done in a single
step W3. High-intensity queries are started from the Expression
Profiles. They allow the user to select voxels with high inten-
sity within user-selected brain regions. The user selects brain
regions of interest in the Expression Profiles (Figure 5 C) with
high gene expression. By clicking the ”add high-intensity VOI”
button, a dialog appears which shows a voxel-level histogram
of the intensity values within this region. Here the user de-
fines high-intensity voxels by setting a threshold. In the 3D/2D
views, the voxels are instantly selected and visualized, similarly
to the region-selection.

7.1.2. Target/source Connectivity Queries

Target/source Connectivity Queries (W2) can be used to link
connectivity data with volume data (T1). In the Query Tool-
bar (Figure 1B1), connectivity matrices for querying can be
selected, and brush-drawings with a certain radius can be ini-
tiated (although one can also use the other brush-types instead).
The selected area (Figure 5A) then acts as an input for a target
or source query on the API. The API retrieves the connectiv-
ity to all voxels that are either targets or sources from the se-
lection, and then returns a Connectivity Volume (connectivity
from/to VOI on voxel-level) as compressed JPEG to the web-
component. It will be rendered instantly in 3D, 2D slice view,
and as Connectivity Profile (T3). This represents the cumu-
lated connectivity to (target) or from (source) the selected area.
The Connectivity Volume gets automatically assigned with the
name and color of the largest anatomical brain region in the
VOI. Hence, it is easier for the user to associate the item with
the query, than using a random name/id. Connectivity Profiles
are shown directly below the 2D/3D view (Figure 5B4). Dif-
ferent tabs allow the user to switch between profiles of visible
queries/gene expressions.

7.1.3. Higher order target/source Queries:

On the Connectivity Profile of the Connectivity Volume, the
user can select regions of interest with high connectivity to start
a high-intensity-selection (Figure 5C). Similarly to the Expres-
sion Profile, the user can choose a threshold in a voxel-level
connectivity histogram, which adds all voxel within the region,
and a connectivity above the threshold, as VOI. After perform-
ing a target/source query on the selection, the resulting second-

order connectivity is visualized in 2D and 3D as another vol-
ume, while the associated Connectivity Profile is rendered again
in a tab below the 2D/3D view. The profiles can be rendered in
an overview (Figure 7A) were higher order Connectivity Pro-
files will be shown below their originating Connectivity Profile
(T2). The name is indented and prefixed with ”second-order”
in red font, so that it is clear to the user that this query belongs
to an iterative cascade. The cascading nature of these queries
is further emphasized in the region-level graph representation,
described in the following section.

7.1.4. Gene Expression Queries

Gene Expression Queries can be used for genetic dissection
of brain regions or networks (T6) in W4. Similarly to tar-
get/source queries, they can be executed from VOIs selected
by brush, regions, network-nodes, or high-intensity. The API
retrieves the the mean gene expression specificity of the VOI
for every gene in the spatial index, and renders it instantly as
Filterable Gene List below the 2D/3D view (Figure 1D2) in a
tab similar to Connectivity Profiles. The name and color of the
gene list item (i.e. in the Workspace and Viewer Item list) are
automatically assigned analogous to target/source connectivity
queries (i.e. name/color of the largest anatomical region in the
VOI). This is especially helpful for Gene Expression Analysis
(W5), since it provides the user with anatomical reference with-
out 2D/3D visualization (Figure 1E)

7.2. Transformation of Voxel-level Connectivity to Region-level
Graph Representation

Changing from voxel-level Connectivity Volumes to region-
level graph representation can be controlled either directly from
a Connectivity Profile via ”Show Graph Representation” button,
or via the Viewer Item List (T3,T4,T5) in W2 or W3. It allows
iterative queries for higher order target/sources to be visualized
in a cascading way, since the individual graphs are connected
by arrows (Figure 7B). Edges of the graph are drawn from all
regions in the query area, to all regions in the Connectivity Pro-
file (i.e. the selection state), with their mean connectivity as
weights. These edges do not need to be calculated, since they
have already been aggregated for the Connectivity Profiles.

7.3. Region-level Selection and Manipulation

The central control element for the Connectivity Profile and
Graph Representation is the Parcellation Browser. Navigating
in the tree directly influences the selection state, thereby deter-
mining which bars (profile) or nodes (graph) are shown (T3).
Opening a subtree of a region will remove the corresponding
bars/nodes from the graph, and adds all its children. Closing a
region will add it, while removing its children. Since the user is
not limited by a rigid parcellation, she can focus on regions of
the brain that are relevant to her (e.g. only sub-cortical areas).

7.4. Gene Expression Analysis

A gene list as results of a Gene Expression Query reveals
which genes are specific for a certain VOI (T6). However, mul-
tiple queries are needed to dissect circuits or a network (i.e. they
involve different brain regions and therefore multiple VOIs)
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(T7). Since every gene list consists of several thousand genes,
an efficient comparison and combined filtering of these lists is
needed. This can be done with a parallel coordinate system
(Figure 1E1) in W5, where every coordinate shows the gene
expression specificity for each Gene Expression Query. Query
name and color provide the user with spatial reference (T3).
Brushed genes in the parallel coordinate system are automati-
cally listed below in a table (Figure 1E2), while their correlation
is shown in a heatmap (Figure 1E3). To further narrow down
the search, the list can be textually filtered, for example to look
only for genes with specific functional associations.

8. Case Studies

We conducted three case studies in collaboration with our
domain experts who also co-authored this paper. The studies
represent use cases that would appear in a neuroscientific envi-
ronment in this or a similar form. The first case study compares
different kinds of networks (structural-connectivity vs gene co-
expression correlation) related to social-bonding behavior (T1,
T3, T4, TS5). The second examines neurocircuits related to
memory and learning, which we explore iteratively (T1, T2,
T3). The last case study verifies the validity of the gene expres-
sion index by genetically dissecting a well known connection in
the limbic system (T3, T6, T7).

8.1. Comparison of multiple networks

In the first case study our domain experts would like to exam-
ine brain networks related to social-bonding behavior. In par-
ticular, they were interested in oxytocin and vasopressin (neu-
ropeptides known to be related to social behavior in mammals)
release effect at the network level [52]. For this, they wanted
both to examine primary expression sites of both genes, and
explore their target sites (i.e. outgoing connectivity of expres-
sion sites) on different networks. Following data has been in-
corporated for this case study: spatial gene expression data
(67x41x58 volume on a 200-micron resolution) of oxytocin
(OXT) and vasopressin (AVP), a spatial gene co-expression cor-
relation network (also 200-micron resolution, matrix file size is
~ 12 GB) of social-bonding related genes consisting of (mouse
gene ENTREZ ID in brackets) Oxt (18429), Oxtr (18430), Avp
(11998), V1b receptor (26361), DIR (13488), D2R (13489),
Slc6a3 (13162) and Crh (12918); and a 100-micron voxel-level
(132x80x114) structural-connectivity from the AMBA (file size
is ~ 90 GB) [7]. Although these networks have billions of
edges, our data structure [7] allows real-time retrieval of ag-
gregated connectivity (i.e. cumulated incoming/outgoing con-
nectivity) of a VOI on a 132x80x114 standard brain space. The
user adds this data to the workspace in the Browse Database tab
(W1) before the case study.

Identify a volume of interest of spatial data: The entry
point for experts is the spatial gene expression data of OXT
(Figure 6A cyan) and AVP (Figure 6A purple). The user notices
an overlap in the hypothalamus (indicated by dark red contours,
in the 2D slice view) (T3). She selects the overlapping area
with a spherical brush initiated by the Query Toolbar (Figure
6B yellow spheres, highlighted by red arrow).

Find connected areas: In the Network Query tab (W2), the
user selects the structural connectivity matrix in the Query Tool-
bar, a click on the Target Query button executes the selected
VOI on the data structure (T1). The accumulated connectiv-
ity is instantly displayed as Connectivity Volume in 3D and 2D
(Figure 6C green) and as Connectivity Profile (Figure 6C bot-
tom). The profile shows that the strongest connectivity is to the
Hypothalamus (dark red) itself (strongest connectivity to itself
is common for structural and gene co-expression correlation).
Other top connections are the Striatum (light blue), Pallidum
(dark blue), Midbrain (pink), Thalamus (light red) and some
cortical areas (green) (T3). This process is repeated for the
gene co-expression correlation (Figure 6D blue), where its pro-
file depicts hypothalamus as strongest again, but among similar
connections also strong connections to Cerbellum (yellow) and
Hindbrain (orange).

Compare networks: To compare the connectivities, the user
visualizes them as Graph Representation (T4,T5) in the Net-
work Analysis tab (W3). Figure 6E shows the two graphs in
2D and 3D, easily recognizable by their colors. For the user,
the graph looks too cluttered, so she selects a threshold to fil-
ter weak connections in the Network Analysis Toolbar. Among
others, the user sees that both networks show projections to
the Septal Complex (LSX), the Anterior Cingulate (ACA) and
the Prelimbic/Infralimbic Area (PL and ILA), which are well
known nodes involved in social behavior [52]. To further high-
light this, the user also visualizes the overlap of both graphs (i.e.
multiplication of both connectivities). The resulting reduced
amount of edges makes it easier for the user to identify regions
which are connected via both connectivities (T5). These types
of network visualization were familiar to our domain experts,
who confirmed their suitability for neuroscientific visualization
or publications.

This case study illustrates the joint exploration of gene ex-
pression data and different kinds of connectivities on voxel-
and region-level. This approach allows real-time visual ana-
Iytic workflows which are fast and efficient, compared to time-
consuming manual data aggregation by querying different on-
line databases, literature research and scripting. A video of the
case study is available as Supplementary Video 1.

8.2. Higher-order connectivity

We designed this case study with our domain experts to
showcase iterative higher-order Comnnectivity Queries with a
well-known relationship between the brain-derived neurotropic
factor (BDNF) and hippocampal synaptic plasticity, respec-
tively circuits related to learning and memory [53]. One of
these circuits is Dentate Gyrus (DG) — CA2/CA3 — CAl —
Entorhinal cortex/Subiculum [53]. For this purpose, we ex-
plored a primary expression site of BDNF in DG, and traversed
their first-, second- and third-order targets iteratively. This case-
study required the spatial gene expression data at a 200-micron
resolution for BDNF (mouse gene ENTREZ ID: 12064) and
structural connectivity at a 100-micron resolution from AMBA
in the data structure [7], which is added to the workspace in the
Browse Database tab (W1).

Identify a volume of interest of spatial data: The experts
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Fig. 6. Case Study 1: A) Gene expression of OXT (cyan) and AVP (purple). B) Selected VOI with brush-selection (yellow, indicated by red-arrow). C)
Structural connectivity of the VOI in 3D and 2D (green) and its Connectivity Profile. D) Gene co-expression correlation of the VOI in 3D and 2D (blue)
and its Connectivity Profile. E) Graph representation of structural connectivity (white to green) and gene co-expression correlation (white to blue). F)

Multiplication (overlap) of the connectivities (red).

started their investigation by visualizing the spatial gene expres-
sion of BDNF in 2D/3D and as Expression Profile (Figure 7A)
in the Network Query tab (W2). Since the circuit has its ori-
gin in DG, the user navigates in the Parcellation Browser. In
the 2D slice view the user sees that there is a high expression
level, hence she starts a high-intensity-selection in the Expres-
sion Profile (Figure 7A).

Find connected areas iteratively: By selecting the struc-
tural connectivity matrix in the Query Toolbar and clicking the
Target Query button, the user receives the accumulated connec-
tivity instantly as 2D/3D visualization and Connectivity Profile.
The name of the profile is indented and prefixed with “First-
Order” to highlight the iterative procedure (Figure 7A). CA2
and CA3 are the strongest connections (not counting DG, since
it is a connection to itself), so they are chosen for the next high-
intensity-selection to go further along the circuit (T2). Note that

CAL1 receives strong input, but this is primarily caused by their
spatial closeness and data acquisition technique for structural
connectivity [54]. The next Connectivity Profile shows CAl
as strongest connection (except for the originating CA2/CA3).
By performing a high-intensity-selection on CAl, the results
show strong connectivity in the Retrohippocampal Region. Af-
ter browsing its subregions in the Parcellation Browser, the
connections to Entorhinal Cortex and Subiculum are revealed
(highlighted in Figure 7A bottom)

Visualize the Circuit: Finally, the experts wanted to see the
circuit in a 2D-3D Graph Representation to give them a spa-
tial context (T3), so that they can use their exploration for pre-
sentation and discussion purposes with colleagues (T8). They
selected the ”Show graph representation” button next to the
profiles, which instantly shows them the network graphs (Fig-
ure 7B) in the Network Analysis tab (W3). After filtering for
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Fig. 7. Case Study 2: A) Gene expression (2D slice view in the black box, selected VOI with high-intensity-selection in yellow) and Expression Profile of
BDNF (Dentate Gyrus brain-region indicated by a red-arrow) and its first-, second- and third-order Connectivity Profiles. B) Graph representation of the
connectivity in 2D and 3D (first-order blue, second-order red, third-order green).
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Fig. 8. Case Study 3: A) Outgoing structural connectivity (pink) of VTA (yellow) and genes with the highest mean expression specificity at this region.
Genes are filtered by GO terms behavior and neurotransmitter. B) Strongest targets voxels of VTA within ACB (yellow) and genes with low mean expression
specificity at this region. C) The parallel coordinates system shows the selection of genes with high specificity for VTA and low specificity for ACB. D)

Genes that are selected by the parallel coordinates system.

the strongest connections, the graph shows only the DG —
CA2/CA3 — CA1 — Entorhinal cortex/Subiculum circuit (and
a connection to the lateral septal complex LTX, which is not
relevant for this case study). Since the Connectivity Profiles
were automatically marked with different colors, the colored
histograms in the Network Analysis Toolbar, that are ordered
according to their iteration, allow association of graph edges
with the connectivity-order originating from DG.

In this case study, we showed the iterative exploration of a 90
GB connectivity matrix at voxel-level, enabled by quantitative
information in Connectivity Profile and high-intensity VOI se-
lection. To our best knowledge, this could be done so far only
at region-level connectivity. We provide a video of this study as
Supplementary Video 2.

8.3. Genetic dissection of connectivity

In this case study, our domain experts sought to evaluate
whether the genetic dissection of a well-known relation in the
mesolimbic system was feasible. The structural connection
from the ventral tegmental area (VTA midbrain) to the nucleus
accumbens (ACB basal forebrain) plays a role in the dopamine
reward circuit [55]. They sought to examine this connection
genetically by querying the gene expression index for highly
specific genes in VTA and its structural targets in ACB. The re-
sults can be evaluated by exploring them for genes with known
functional relations to this circuit (mouse gene ENTREZ ID
in brackets): tyrosine hydroxylase (21823) and the dopamine
receptors D1, D2, D3 and D5 (13488,13489,13490,13492).
Structural connectivity at a 100-micron resolution from AMBA
is added to the workspace in the Browse Database tab (W1)
before the case study.

Select volumes of interest for genetic dissection: The en-
try point for the genetic dissection of the circuit is the VTA
brain region. Therefore, the user selects VTA in the Parcella-
tion Browser and sets the region as VOI (Figure 8A, yellow) for
a Gene Expression Query.

Find genes that are specific for a volume of interest: A
list of genes, ranked by their specificity for VTA is retrieved
by executing a "High Expression Query” (T6) from the Query
Toolbar in the Gene Expression Query tab (W4). Tyrosine hy-
droxylase is ranked 478th of 19479 genes, which puts it into
the top 2.5%. Dopamine receptors, which are not specific for
VTA ranked mainly around 10.000. This indicates that a Gene
Expression Query returns meaningful results, but it is rather un-
realistic that a user would scroll over 450 genes to find specific
genes. In an exploratory setting, a user would use these queries
with an a-priory assumption of which genes are relevant for her
(i.e. genes related to a certain function/behavior). Therefore,
our domain experts filter this list by GO terms relevant for the
reward circuitry, such as behavior and neurotransmitter. This
puts tyrosine hydroxylase at the 6. place (Figure 8A).

Find genes that are specific for connected areas: To ex-
plore the structural targets of VTA, the user selects the structural
connectivity matrix in the Query Toolbar (Network Query tab,
W2) and starts a Target Query. The targets (Figure 8A, pink)
highlight a region in the striatum. In the Connectivity Profile
the user sees that the ACB is among the strongest connected
regions, therefore, she wants to compare its gene expression to
VTA. A high-intensity-selection within the ACB sets the vox-
els with the highest connectivity as VOI (Figure 8B, yellow). A
“High Expression Query” (T6) in the Gene Expression Query
tab (W4) reveals gene expression specificity contrary to VTA:
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tyrosine hydroxilase has a low specificity (Figure 8B), while the
dopamine receptors are ranked on average in the top 1% (after
filtering by GO term, the majority of them are in the top 10).

Compare gene expression specificity of brain-regions: By
using a parallel coordinates system (Figure 8C) in the Gene Ex-
pression Analysis tab (W5), the user can search for genes with
characteristic specificity in different brain regions (T7), such as
ligand-receptor binding (i.e. a gene is expressed in one region,
but not in another [45]). This specific case requires expression
specificity of the ligand at the projecting site and receptor for
this ligand at the target site. To filter for genes with this prop-
erty, the user selects high specificity for VTA, and low speci-
ficity for ACB on the coordinate axes, which show the previ-
ously generated gene lists of VTA and ACB. This narrows the
selection down to around 440 genes. These are still to many
genes to check manually, so the user applies additional filtering
by the GO terms behavior and neurotransmitter. Only 5 genes
including tyrosine hydroxylase remain (Figure 8D). This means
that without prior knowledge of tyrosine hydroxylase expres-
sion, the user would have been able to identify VTA as a candi-
date source of dopamine in a reward circuit. Similar accounts
for dopamine receptors when selecting the opposite relations in
gene expression.

This case study shows the genetic dissection of a neu-
roanatomical connection. It highlights how voxel-level con-
nectvity and genome-wide spatial gene expression can be com-
bined and explored interactively with BrainTrawler. A video of
this case study is provided as Supplementary Video 3.

9. Discussion and Evaluation

Section 8 showed the potential and relevance of our method
in the context of neuroscientific research, but there is still room
for improvements that can be targeted in future work. There-
fore, during the case studies, we conducted discussions with
2 domain experts (which are our co-authors Wulf Haubensak
and Joanna Kaczanowska, who were also involved in the tool
design). Furthermore, we reproduced the case studies with 3
other domain experts (a technician, a PhD student and a post-
doc from the field of neuroscience/circuit dissection with af-
filiations to the University of Vienna), who have seen the tool
before (but not in detail). The user experience was recorded
in informal but focused interviews. The following covers the
feedback derived from these discussions/interviews.

Visual Design and User Interactions: All domain experts
stated that the framework was well designed and meaningful.
Especially the visual queries were of great interest for them.
VOI selections were reasonable to perform and intuitively un-
derstood. The brush-selection was considered to be the most
intuitive one, while the high-intensity selection was perceived
as most accurate one. Also the region-selection had its appli-
cation in a first, coarse probing of the data. Color schemes and
names of the Connectivity Volumes were seen as helpful for dif-
ferentiating different connectivities based on their VOI.

To allow a quantitative evaluation on brain-region level, the
results are shown as region-wise profile, presenting the mean-
connectivity for every brain region, as well as for all its sub-

regions in a bar chart. This directly highlights strongly con-
nected subregions, which would otherwise be missed in case
the domain-experts operated at a higher brain region level.

The region-level profile of connectivity further allows for
VOI selection for transitive connectivity. Although it would
generally be possible for a user to manually select strongly
connected voxels in the 2D slice view in order to start another
target/source query, our domain experts preferred to query for
transitive connectivity within brain regions of their interest (i.e.
they were not interested in retrieving the connectivity of all tar-
get/source sites, but only from sites within brain regions of in-
terest).

Connectivity Query results can be abstracted as 2D and 3D
network graphs, which reduce the complexity of voxel-level
while incorporating neuroanatomical context. Multiple graphs
(i.e. region-level graph representation of connectivity query re-
sults) can be rendered with parallel arrows/lines, or combined
by multiplication. Our domain experts found this the most intu-
itive method, since one can directly see the similarity/contrast
of two edges between two nodes. They understood that the
Network Analysis Toolbar provides information about the edge
weights as well as a filtering for weak edges. Nevertheless, an
additional legend about the meaning of the encodings would be
considered as helpful, e.g. it was not clear that the sphere size
encodes region size. Also, edge bundling/routing algorithms
were considered to produce more visual appealing figures for
scientific publications. Otherwise, they felt familiar with this
type of visualization.

Filterable Gene Lists for Gene Expression Query results pro-
vide information in addition to gene expression specificity. Ac-
cording to our domain experts, filtering by GO terms was sig-
nificantly helpful when browsing the lists, for they give a bet-
ter overview of the functional context. Several domain experts
noted, that without filtering for GO terms, the list could not be
used in an exploratory way (i.e. one need to know for which
genes one is looking for). Further filtering in the parallel co-
ordinate system was supported by the colors/names. It was
considered to be useful for spatially differentiating the queries’
anatomical origin.

Usability and Potential: The overall workflow provided
by BrainTrawler was intuitive to our domain experts in gen-
eral. It was noted that tooltips and legends for the network
graphs could make it more clearer, especially if one does not
use BrainTrawler very often. An export function for Connec-
tivity Profiles and network graphs as csv file was a common
request among the participants, so they could use the data for
different analyses in other tools. They were explicitly asked
if they would consider including it into their own experimen-
tal workflow. Their answer was yes. They would mainly use
it for hypothesis building, and thus as an entry point for their
experiments. It would save them time in contrast to manually
searching online databases instead. Initial hypothesis building
is part of the experimental workflow of all participants, so there
was no difference on how their background (technician, PhD
student, postdoc) would effect their work with BrainTrawler.
Asked for the potential of this work, our domain experts stated
that this framework could be either used to present large-scale
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resources online, or for refinement of functional neuroanatomy.

User Interface Limitations: In general, there is no limit
how much data can be loaded into the workspace, but there are
several limitations regarding the user interface. The 3D visual-
izations support 4 simultaneously rendered volumes (i.e. gene
expression data or Connectivity Volumes), but even more than
3 were perceived as too obstructive. Similar limitations apply
to the 2D slice view, although the overlap can be visualized
for more volumes. To analyze expression data of more genes
(e.g. sets of genes related to a certain behavior or brain func-
tion) abstraction methods would be needed such as rendering
the mean or maximum gene expression for each voxel. For the
3D/2D network visualization, including more than 3 networks
leads to too many parallel edges. In this case, the overlap vi-
sualization (multiplication of all edges) can be used to reduce
the total amount of edges. Comparing more than 3 Connectiv-
ity and Expression Profiles was perceived as difficult when they
are shown in an overview below each other. For gene lists in the
Gene Expression Analysis, the parallel coordinates system does
not scale well to more than 15 queries, for there is not enough
space in the user interface. Nevertheless, none of these issues
were considered as limitations for our case studies or potential
further future projects.

Performance: Connectivity and Gene Expression Queries
were instantly executed without an inconvenient delay for the
user (results in < 2 seconds) during the case studies. In Gan-
glberger et al. [7] we showed, that on SSD, Connectivity
Queries can be executed in less than one second for brain ar-
eas involving about 1% of the brain, and less than four seconds
for larger areas up to the whole brain. On HDD the queries
are approximately three times slower. We performed these tests
again for Split-Aggregation Queries without major performance
losses. Gene Expression Queries were notably slower for larger
brain areas (linear with VOI size), since the implementation of
the spatial index ([9]) did not utilize hierarchical structures sim-
ilar to [7].

10. Conclusion

In this paper we present BrainTrawler, a novel web-
framework for analyzing and fusing heterogeneous neurobio-
logical data of different types, modalities and scale via their
spatial context. The framework integrates data from different
large-scale brain initiatives as well as user generated data. It
incorporates a hierarchically organized data structure, which
enables real-time querying and aggregating of huge brain net-
work connectivity of different scales and resolutions in a com-
mon standard brain space. In combination with spatial indexing
of vast gene expression collections, for the first time ever it is
possible to genetically dissect large-scale brain networks on a
voxel-level in real-time. This enables neuroscientists to explore
the genetic and functional characteristics of microcircuits with-
out time-consuming manual data-aggregation and literature-
research. Furthermore, they can share their results as link, with
visualizations that neuroscientists are familiar with, to support
collaboration and data provenance in a scientific environment.
Finally, the case studies conducted with domain experts showed

biological validity by reproducing findings of known microcir-
cuits that are subject to current research.

For the future, we aim to extend this framework in a holistic
way. Therefore, it should not only allow to access the data, but
also include the import of user-generated data and preprocess-
ing. One could further improve network visualization by incor-
porating edge bundling/routing algorithms or sophisticated 2D
graph layouts. Quantitative analysis of networks would bene-
fit from computing network statistics and more detailed graphs
legends. Furthermore, we want to position BrainTrawler as tool
for the presentation of large-scale resources of neuroimaging
initiatives.
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Supplement

Supplementary Figure 1: A) Browse Database tab: The user can browse a collection of 3D gene expression and connectivity data via a text search
(A1) and visualize the data directly in the 3D view (A2) or add it to the workspace (C3).



Supplementary Figure 2: B) Network Query tab: The user can execute target/source queries from the Query Toolbar (B1) on connectivity matrices
that have been added to the workspace. Gene expression/Connectivity is rendered volumetrically in a 3D view (B2), in a 2D slice view (B3) and
as region-wise quantitative representation (Expression/Connectivity Profile) (B4).



Supplementary Figure 3: C) Network Analysis tab: The user can explore networks or connectivities on a region level in a ball/stick representation
(C1), controlled by the Network Analysis Toolbar showing histograms of the visualized graphs and threshold sliders for edge filtering (C2). The
workspace manages which items (3D volumetric data, networks, query results) are shown in each tab (C3) while the Viewer Items List (C4)
controls their appearance (e.g. color). The Parcellation Browser (C5) shows a hierarchical (anatomical) brain parcellation and is used to change
the parcellation level of visualized graphs and profiles.



Supplementary Figure 4: D) Gene Expression Query tab: Via the Query Toolbar (D1), Gene Ezpression Queries can be executed. Resulting gene
lists are shown in a table below (D2).



Supplementary Figure 5: E) Gene Expression Analysis tab: Gene lists can be compared in a parallel coordinate system (E1). Its selection is
shown in a table (E2), its correlation in a heatmap (E3).
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influence on the organism’s behavior. Via fMRI, electrophysiology, or op-
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collections of genes can be associated to behavior/function. By mapping these
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Imaging Data: (A) Region-level data: One value for every brain region. (B)
Voxel-level data: Volumetric data, one value for every voxel|. . . . . . ..

Anatomical Data: (A) Anatomical reference template showing the anatomical
structure of a mouse brain (2D sagittal slice). (B) Part of a hierarchical
neuroanatomical ontology. (C) Brain parcellation that corresponds to the
brain ontology (2D sagittal slice). | . . . . .. ... ..o

Connectivity data types: (A) Sparse directed network (structural connectivity)
(B) Dense undirected network (functional connectivity, genetic connectivity)
(C) Dense directed network (effective connectivity). . . . . . . . . . . ...

3D network visualization. (A) Region-level network visualization via 3D
node-link diagram in the BrainNet Viewer (IXWHI13|, Figure 5). Colors
represent different subnetworks, node size represents node strength (number of
connections of a node). Orange edges represent long distance connections. (B)
Voxel-level network visualization of functional connectivity (orange: negative
correlation, green: positive correlation) with edge-bundling ([BSJ™14], Figure
13). o

Node-link diagram for network visualization with anatomical context. Brain-
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Anatomical layouts: (A) Anatomical layout of a fruit fly brain (drosophila).
Blue regions are major brain regions of the fruit fly brain. Network nodes
are arranged within these regions (NeuroMap [Sorl3|, Figure 6). (B) Planar
projection of 3D electrode locations (nodes) on the human skull. Functional
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Visualization of spatial gene expression data: (A) Mapping of 3000 genes to a
two dimensional space via t-SNE of their gene expression ([HvyM™17], Figure
3). Expression of representative genes of several clusters are shown in 2D slice
views of the human brain. (B) Spatial gene expression of the gene Man la
via glyphs, overlaid with anatomical context of the mouse brain ([LNTT08]|,
Figure daand c).| . . . . .. .. .. oo oo

3D segmented dendrite (red) and a connected axon(blue) (left) mapped to an
abstract representation similar to a “subway map* (right) with NeuroLines
(JAABST14], Figure 1), . . . . . . . . . .

3D rendering of segmented neuronal structures in the fruit fly’s brain ([SMB*17],
Figure 2).| . . . . . . e

3D visualization of neuronal structures and connections. Connections emerg-
ing from a specific brain area (secondary motor area) visualized as tubular
trajectories. Color codes indicate the brain regions passed by the connections
([FLNT15], Figure 1)) . . . . . oo oo e e

Concept of GWCA: From genetic meta data to functional neuroanatomical

Functional maps generated with GWCA from functional gene sets associ-
ated with the central amygdala circuitry, dopaminergic signaling, feeding,
hypothalamic circuitry, fear memory consolidation, panic disorder, learning in
a stressful context, social bonding, and synaptic plasticity (left to right, top
to bottom). The colors emphasize the versatile nature of the gene sets and
have no specific meaning.| . . . . . . .. ..o

Comparison of functional maps and fMRI of a mouse brain. (A) A slice of
a functional map related to pain. Color indicates how significant a voxel
is associated to brain function/behavior. (B) A slice of an fMRI image
related during pain perception. Color indicates a BOLD (blood oxygen-level
dependent) signal change between control and pain. The olfactory bulb (front
part of the mouse brain) was not available, since it has not been imaged
during fMRL| . . . . .o oo

Concepts for a visualization of brain networks within neuroanatomical context.
(A) Schematic of brain reward circuitry in a mouse brain by Russo et al.,
Figure 1 [RN13]. (B) Sagittal projection of the mouse brain. Clusters of the
functional maps are colored differently, the short names of the clusters’ major
anatomical regions are listed in the legend. . . . . . . .. .. ... . ...
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3.5

3.6

3.7

3.8

3.9

3.10
3.11

3.12
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Different design stages for a visualization of brain networks with spatial,
neuroanatomical context: (A) Sagittal projections of six clusters of functional
maps. Voxel color represents how significantly the voxel is associated with a
specific behavior/function. Colored circles show the relative number of voxels
in the respective brain region. Arrows indicate the structural connectivity in-
between. (B) Sagittal projections of five clusters of functional maps, similarly
to A. Labels show the major brain regions of each cluster. . . . . . . . ..

A Hilbert curve through a mouse brain volume. Along this curve, locality is
preserved.| . . ... L e e
Schema of a hierarchical mapping: The lowest level represents a voxel-level
reference space, while higher levels comprise brain regions.|. . . . . . . ..
Network visualization on two different hierarchical levels: The top panel shows
the region L_ Pons, while the bottom panel shows the sub-regions of L Pons.
Relating gene expression data to structural connectivity: (A) Visualization
of gene expression of the gene PKC-delta (cyan) in a sagittal slice of the
mouse brain (anatomical brain regions are outlined). (B) Selection of voxels
with high gene expression (yellow) within the Striatum-like amygdala nuclei
region (blue outline). (C) Outgoing structural connectivity of the selection
(light green). (D) Outgoing structural connectivity of the selection in 3D. (E)
Connectivity Profile shows the mean connectivity of brain regions as bar chart.
Circles represent the connectivity for anatomical sub-regions., . . . . . . .
Concept of a Split Aggregation Query . . . . . . . . . . ... ... ....
Voxel-level connectivity of Figure 3.9 on the region-level: (A) Outgoing
structural connectivity of the selection on region-level. (B) Outgoing structural
connectivity of the selection on region-level, represented as 3D node-link
diagram. The center of the spheres indicate the regions center-of-mass, the
size encodes the region size. (C) Switching to a different hierarchy level,
the “green regions® are collapsed, while the “blue regions* are extended. (D)
Outgoing structural connectivity on a different hierarchy level where the
region of the volume of interest is split into sub-regions (yellow circles).
Connectivity comparison on a region-level: (A) Quantitative connectivity
comparison of fMRI connectivity and structural connectivity with Connec-
tivity Profiles. The bars show the mean connectivity within brain regions.
Circles represent sub-regions of the respective region/bar. (B) Connectivity
comparison visualizing fMRI as blue arrows and structural connectivity in
green. Region colors correspond to the Connectivity Profile. (C) Overlap
(product) of both connectivities visualized with red arrows. . . . ... ..
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