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Abstract
Visual clutter is a major problem in large biological data visualization. It is often addressed through the means of level of detail
schemes coupled with an appropriate coloring of the visualized structures. Ambient occlusion and shadows are often used to
improve the depth perception. However, when used excessively, these techniques are sources of visual clutter themselves. In
this paper we present a new approach to screen-space illumination algorithms suitable for use in illustrative visualization. The
illumination effect can be controlled so that desired levels of semantic scene organization cast shadows while other remain
flat. This way the illumination design can be parameterized to keep visual clutter, originating from illumination, to a minimum,
while also guiding the user in a multiscale model exploration. We achieve this by selectively applying occlusion shading based
on the inherent semantics of the visualized hierarchically-organized data. The technique is in principle generally applicable
to any hierarchically organized 3D scene and has been demonstrated on an exemplary scene from integrative structural biology.

CCS Concepts
• Human-centered computing → Scientific visualization;

1. Introduction

In biology, illustrations are often used to communicate knowledge
and novel discoveries. For this purpose, illustrators often use vari-
ous shading methods to highlight particular phenomena or to visu-
ally discriminate individual objects from each other. The illumina-
tion effects and shadows are often used for highlighting a particular
object of interest. This way, intuitive visual guidance is traded for
a physically plausible illumination.

Computer graphics can be utilized to create informative illus-
trations and animations describing biological processes on atomic
level. However, for interactive visualization, extremely large num-
ber of graphics primitives, such as spheres representing individ-
ual atoms, require the usage of screen-space shading methods like
screen-space ambient occlusion to create depth cues. The problem
with these methods is that they act on image, depth, and normal
buffer pixels and as such are not aware of the scene hierarchy, in-
herently present in models of the biological structures. Shading ef-
fects, such as ambient occlusion or shadows, are indiscriminately
and equally applied to all graphical elements without any notion
of objects or user’s focus. Additionally, complex scenes consisting
of thousands of molecules often suffer from excessive visual clut-
ter introduced by the screen-space shading methods, as the shading
effects are applied to all individual molecules resulting in unneces-
sarily detailed shading.

To circumvent this problem, we propose a method to extend

screen-space shading methods, such as screen-space ambient oc-
clusion (SSAO) [BSD08, SA07] so that they are aware of the hier-
archy of the displayed mesoscale models. In this way, higher-level
structures can be lit to cast shadows for illustrative purposes while
their own detail remains flat shaded. Using our method, illustra-
tors can efficiently highlight the structure of integrative biologi-
cal models, which are inherently multiscale, while maintaining the
real-time performance of the visualization.

The contribution of this paper is a new approach extending
screen-space shading methods to take the hierarchy of the displayed
multiscale models into account with the goal to highlight certain
features and to reduce visual clutter. The new technique is demon-
strated by implementing a hierarchy-aware extension of screen-
space directional occlusion (SSDO) [RGS09] and hierarchy-aware
screen-space ray traced shadows into the Marion visualization
framework [MKS∗17], an interactive rendering system to visual-
ize biological data.

2. Related Work

Ambient Occlusion is a well-known technique and is used to en-
hance the perception of the overall 3D shape of complex clut-
tered scenes, where standard techniques with direct lightning of-
ten fail. Specifically in molecular visualization, the work of Tarini
et al. [TCM06] is one of the first, which applies a more sophisti-
cated shading model with ambient occlusion on molecular scenes.
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Grottel et. al. [GKSE12] present an object-space ambient occlusion
method for large, dynamic particle-based data sets that reaches in-
teractive frame rates to improve depth perception and reduce visual
clutter. This is achieved by storing density information in a coarse
resolution approximation of the data set. Wahle et. al. [WW15] use
SSAO with varying sphere diameters to highlight different features
of atomic structures.

Many screen-space ambient occlusion techniques [BSD08,
SA07, MOBH11] have in common that first an ambient occlusion
factor is determined which is then multiplied by the calculated il-
lumination. This separation leads to the problem that the lighting
is ignored when computing AO, thus resulting in equally darkened
areas. The SSDO technique by Ritschel et al. [RGS09] removes
this decoupling of the occlusion and the illumination calculation.
On top of that, they describe a method to add one indirect bounce
of light in screen space. Occluders are approximated in screen-
space. For this, samples points have to be generated. Sampling
techniques generating uniformly distributed samples are favorable.
Compared to simpler techniques like random sampling, Halton se-
quences [WLH97] give a very uniformly distributed sampling pat-
tern. Screen-space ambient occlusion techniques typically produce
noise artifacts due to an insufficient number of sample points. In
order to reduce noise, smoothing filters are usually used. Instead
of a simple Gaussian low-pass filter, which would also blur edges,
bilateral filtering [TM98] is often used.

Technological advances in biology and proteomics facilitate the
generation of large-scale models [JAAA∗15, KAK∗18] of whole
viruses or bacteria in atomic detail. There are several tools and
platforms that support the visualization of molecular multiscale
data. VMD [HDS96] is a comprehensive tool designed to display
and analyze large biomolecular systems, especially the results of
molecular dynamics simulations. The protoyping framework Meg-
amol [GKM∗15] is a visualization tool that focuses on fast ren-
dering of large particle systems. The tool cellVIEW [MAPV15] is
an illustrative approach for large scale rendering of biomolecular
datasets integrated in the game engine Unity. The semantic sceen-
space occlusion approach of this work is implemented in a render-
ing system called Marion [MKS∗17]. Marion supports biologists
in creating multiscale visualizations of biological data for efficient
public dissemination. The system derives a visual representation of
the data, which is inspired by traditional scientific illustrations, and
renders it in real-time. In Marion, dynamic multiscale color map-
ping [WMW∗16] is used in order to reduce visual clutter. The idea
is to reuse color space and redistribute it to currently visible ele-
ments. Chroma and luminance are used to encode structural and
hierarchical properties and to reduce visual clutter. Furthermore, a
level of detail scheme is used for the displayed geometry in order
to maintain clarity when changing the zoom level.

3. Semantic Shading Approach

Biological multiscale models are often hierarchically organized
into several compartments, typically separated by lipid membranes.
For instance, the HIV virion consists of three compartments. The
innermost compartment is enclosed by a capsid containing the
RNA genome. The capsid itself is enclosed by another compart-
ment containing several proteins, which are encapsulated by a lipid

membrane. Surrounding blood plasma can be considered as the out-
ermost compartment. Previous shading approaches do not take this
hierarchical information into account when rendering biological
scenes. We propose a shading approach that considers the semantic
structuring of the data and thus improving algorithms’ flexibility in
conveying the desired shape.

(a) (b)

(c) (d)

Figure 1: Regions buffer at increasing scale levels i.e. zooming
in. Each color represents a semantic region. With large distance
from the camera, the scene is subdivided into two regions (a), rep-
resenting the blood plasma compartment in blue and the whole HIV
virion in orange. When zooming in, the virion is further subdivided
(b) resulting in a separate region for the capsid, depicted in dark
blue. This continues in the same fashion (c, d) until also the inner-
most compartment is represented with a region.

Based on the Labels on Levels approach by Kouřil et.
al. [KvK∗18], the scene is subdivided into different semantic re-
gions depending on the scene objects’ hierarchy. The subdivision is
controlled using user-defined depth thresholds that divide the depth
of the camera into several segments. The resulting regions buffer is
shown in Figure 1. Differently to Labels on Levels, the subdivision
does not depend on the distance of individual objects to the camera
but solely on the distance of the camera to the center of the scene.
This way artifacts are avoided as explained later. This behavior is
shown in Figure 2.

(a) (b)

Figure 2: The difference in semantic regions subdivision: (a) The
subdivision into semantic regions in Labels on Levels depends on
the distance of objects to the camera. (b) Here, the subdivision de-
pends on the distance of the camera to the center of the scene. The
subdivision in (a) causes shadowing artifacts as semantic regions
are gradually subdivided when the distance to the camera changes
i.e. when zooming and, for example, shadows are falsely cast from
the blue onto the pink region.
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The regions buffer is then used during the occlusion calculation
so that there is just ambient occlusion between different semantic
regions. Occluders are approximated in screen-space, as explained
by Ritschel et. al. [RGS09]. First, sample points for each pixel at
3D position x within a normal oriented hemisphere are chosen. The
sample points are back-projected into screen-space. Now screen-
space coordinates are known. The sample points are then projected
onto the surface by reading the world-space position from a posi-
tion buffer using the obtained screen-space coordinates. Also, the
semantic region at the position of the sample point is fetched from
the regions buffer. A sample point is then classified as an occluder,
if it moved closer to the viewer by the projection onto the surface
and if it belongs to a different semantic region than the current
pixel. This way, there is just ambient occlusion between objects
of different regions (see Figure 3).

Figure 3: The condition when a sample point is classified as an
occluder is extended, compared to Ritschel et. al. [RGS09], taking
also the semantic regions the sample points belong to into account.
The illumination of x is calculated from the directions of sample
point B and C (green arrows) because they belong to the same re-
gion (represented by the color of the dot on the surface) as x. The
light is occluded from the direction of sample point A because it
belongs to a different region.

4. Algorithmic Pipeline

To demonstrate our approach, we implemented a hierarchy-aware
extension of SSDO and screen-space ray traced shadows into Mar-
ion. Figure 4 gives an overview of the visualization pipeline. The
pipeline consists of multiple passes that each render their output
into a texture which is similar to G-buffer [ST90]. In the following,
the notation x is used to refer to the output images in Figure 4.

The scene containing HIV in blood plasma is generated using
cellPACK [JAAA∗15]. In the first step, the scene is rendered us-
ing the approach of Le Muzic et. al. [MAPV15]. This step outputs
a G-buffer containing world space coordinates 1 and normals 2 .
In the label regions step, the scene is subdivided into semantic re-
gions 4 using the approach of Kouřil et. al. [KvK∗18] depending
on the depth segment the camera currently is in. Also, the subdi-
vision into regions of the subsequent depth segment is stored in a
buffer 5 . In the next step, the occlusion factor is calculated and
stored in a buffer 6 by taking the semantic regions 4 and 5 from

the previous step into account (see Section 3). 4 and 5 are lin-
early interpolated depending on the camera position between two
depth-thresholds. In order to capture occlusion between atoms but
also between larger, more distant structures like molecules, the oc-
clusion of a point is determined using a small and a large radius
for the hemisphere. The radii are user-defined and scene depen-
dent. To get the total occlusion of a point, both the occlusion factor
caused by near and by far occluders, are multiplied. The occlud-
ers are determined like in SSDO. The hemisphere is sampled with
samples generated by Halton sequences which are mapped onto a
hemisphere using Malley’s method [PJH16]. In this step also the
light bounce 7 is calculated according to Ritschel et. al. [RGS09].
To produce color bleeding between adjacent atoms, occluders are
searched along each sampling direction using a fixed step size.
Both outputs, the occlusion factor 6 and the buffer containing the
light bounce 7 , are blurred using an edge preserving bilateral fil-
ter [TM98] to reduce noise. The bilateral blur is separated to reduce
the computational complexity [PvV05].

Before combining the results of the previous steps in the last
pass, shadows are rendered into a buffer 9 which is then also
blurred using the bilateral blur to get softer shadows. To determine
if a point is in shadow, screen-space ray tracing, which is often
used for screen-space reflections [Val14,Sai16], is used. The depth
buffer is marched in the direction of the key light source to deter-
mine if a point is in shadow. If an intersection is found, the point
is in shadow. In Marion, a three point light setup is used, utilizing
a key, a fill and a back light. Here, just the key light source casts
shadows.

Figure 4: Overview of the implemented hierarchy-aware SSDO
pipeline. The output of each step is given on the right side.
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5. Results

In this section results are presented and discussed, showing the
HIV scene used throughout the paper. Compared to previous
work [GKSE12, WW15], our work focuses on camera dependent
highlighting of whole semantic regions by selectively applying am-
bient occlusion, based on information about the structure of the vi-
sualized molecular model. Visual clutter becomes apparent when
viewing the dataset in its entirety and is caused by ambient occlu-
sion between a large number of small objects on the screen. This
has been improved by incorporating information about the seman-
tics of the molecular model into the occlusion calculation thus re-
stricting ambient occlusion just to certain areas. When zooming
into the scene, the structure of the molecular model is gradually
emphasized by slowly appearing soft shadows caused by ambient
occlusion. Figure 5 shows this behavior. It can be observed that the
semantic ambient occlusion approach supports the level of detail
system that is used for the geometry in hiding unnecessary detail.
The smaller the objects causing ambient occlusion become on the
screen, the more visual clutter is introduced and the image starts
to look noisy. This is demonstrated in Figure 6. With semantic am-
bient occlusion the image looks much calmer because there is just
ambient occlusion around larger structures.

In order to assess the amount of visual clutter with and without
our semantic shading approach, we have used an image-based clut-
ter metric presented by Rosenholtz et. al. [RLN07] where color, ori-
entation and luminance contrast are taken into account at multiple
sizes of the image. For our measurements we have used the publicly
available MATLAB implementation. The amount of visual clutter
is measured at four different zoom levels of the HIV scene ren-
dered with Marion used throughout this document. We have mea-
sured the visual clutter of the scene with screen-space ambient oc-
clusion without taking semantics into account and with our imple-
mented semantic SSDO approach with and without screen-space
ray traced shadows. The measured results are shown in Figure 5. It
can be seen that the visual clutter steadily increases when zooming
in. Our semantic shading approach reduced the visual clutter, espe-
cially when areas consisting of a large number of objects of similar
color, like the surrounding blood plasma, were visible (first three
zoom levels in Figure 5). The last and further zoom levels show a
similar amount of visual clutter because at these zoom levels am-
bient occlusion between individual objects, even if they belong to
the same region, is rendered. Additional shadows did not help to
reduce the visual clutter.

Based on our performance measurements of the implemented
hierarchy-aware SSDO approach (Intel Core i5-6600K CPU and
NVIDIA GeForce GTX 1070 GPU), we expect the impact on ren-
dering speed of making a screen-space shading method hierarchy
aware to be negligible. This is especially the case when current
hardware is used.

6. Future Work and Conclusion

We presented an approach which allows to make existing screen-
space shading methods aware of the hierarchy of the visualized
multiscale models. Especially interactive rendering systems, where
large biological datasets are visualized resulting in scenes with

Figure 5: Visual clutter measured [RLN07] at four zoom levels.
The top row shows zooming into the HIV scene with standard SSAO
without taking semantics into account while the second row is ren-
dered with our semantic SSDO approach. It can be seen that soft
shadows caused by ambient occlusion are slowly appearing grad-
ually emphasizing the structure of the cell. First, shadows are just
visible around and on the inside of the capsid (white) and around
the outermost lipid membrane (green). When zooming further into
the scene, soft shadows on the inside of the outermost membrane
become visible, revealing further details. The shadows cast by the
capsid and the lipid membrane are in turn faded out, preventing
the scene from getting too dark at the atom level. Zooming in even
further reveals soft shadows between molecules of the same region
(third zoom level), before individual atoms are revealed.

(a) (b)

Figure 6: Comparison of the HIV scene with (a) and without (b)
semantic SSDO. With semantic SSDO the image looks calmer and
less important areas like the surrounding blood plasma attract less
attention. Without semantic SSDO the scene looks noisy and clut-
tered due to the small size of objects on the screen that cause am-
bient occlusion, distracting the user from the HIV virion.

thousands of molecules, can benefit from our method as they typi-
cally utilize screen-space shading methods.

We demonstrated our method by implementing hierarchy-aware
SSDO and screen-space ray traced shadows into Marion, a state-of-
the-art interactive molecular visualization system. As the algorithm
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operates in screen space, it can be effortlessly integrated with other
rendering frameworks that expose multiscale character of the scene.
Our method could also be used to actively guide users through the
scene by employing the illumination for highlighting the essential
structures.

In future work, we would like to investigate what other tradi-
tional and well-known screen-space shading methods could be ex-
tended in order to take advantage of additional hierarchy informa-
tion that is often provided with meso-scopic molecular models. Ad-
ditionally, reusing sampled pixel neighborhood in future temporal
steps, as well as progressive refinement schemes, could improve the
performance and temporal coherency of the presented technique.
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