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Kurzfassung

Aufgrund der immer weiteren Verbreitung von Smartphones werden sie immer häufiger
in den Unterricht eingebunden. Neben der Verwendung für Recherche Tätigkeiten können
sie dabei auch für komplexere Aufgaben verwendet werden, wie z.B. zur Betrachtung von
Molekülen im Chemie Unterricht.

Der Stil, mit welchem die Moleküle gerendert werden sollen, ist dabei oft schwer
festzulegen und variiert abhängig von der Altersgruppe. Noch schwieriger wird es, wenn
nicht nur für Schüler, sondern auch für z.B. Wissenschaftler ein ansprechender Stil
gefunden werden muss. In solchen Fällen sind oft verschiedene Designs erforderlich. Diese
zu erstellen liegt in der Regel an Designern. Jenen mangelt es jedoch häufig an den
ausreichenden Programmierkenntnissen, um ihre Designs umzusetzen, was dazu führt, dass
sie einen Entwickler für die Umsetzung und Bearbeitung ihrer Designs benötigen. Selbst
wenn es sich dabei nur um kleine Arbeiten handelt. In dieser Arbeit präsentieren wir ein
konfigurierbares System für Rendering Effekte entwickelt mit Unity3D, welches die visuelle
Gestaltung von Molekülen via eines JSON Stylesheets erlaubt. Programmierkenntnisse
werden dabei keine vorausgesetzt.

Wir zeigen die technische Umsetzung verschiedener Rendering Effekte für mobile
Geräte. Das Resultat demonstrieren wir anhand einer kommerziellen Molekül Visualisie-
rungs App, in die wir unser System als Erweiterung eingebaut haben. Dabei erstellen
wir mit unserem System verschiedene Rendering Stile für Moleküle in der App, die für
Schüler, aber auch für Wissenschaftler und Marketing, ansprechend sind.
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Abstract

Due to their omnipresence and ease of use, smart phones are getting more and more utilized
as educational instruments for different subjects, for example, visualizing molecules in a
chemistry class.

In domain-specific mobile visualization applications, the choice of the ideal visual-
ization technique of molecules can vary based on the background and age of the target
group, and mostly depends on the choice of a graphical designer. Designers, however,
rarely have sufficient programming skills and require an engineer even for the slightest
adjustment in the required visual appearance. In this thesis we present a configuration
system for rendering effects implemented in Unity3D, that allows to define the visual
appearance of a molecule in a JSON file without the need of programming knowledge.

We discuss the technical realization of different rendering effects on a mobile platform,
and demonstrate our system and its versatility on a commercial chemistry visualization
app, creating different visual styles for molecule renderings that are appealing to students
as well as scientists and advertisement.
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CHAPTER 1
Introduction

During the last decade mobile devices have seen an unrivalled rise in popularity. From the
bulky and cumbersome early smartphones, mobile technology nowadays is the de facto
leader in terms of customer electronics. This technological leadership is accompanied
with revolutionary miniaturization and, consequently, strong computation power and
high resolution screens. Furthermore, their scope of application has widened such that
nowadays they can be also used for complex renderings and visualizations in real time.

Apart from pure mobile gaming, smartphones have also become important for ed-
ucational and scientific purposes recently. Here, interactive 3D visualization can help
tremendously in terms of understanding and presentation. For example, the 3D visual-
ization of molecules can be useful for many different groups e.g. scientists and students
for analysing or learning about molecules and their structure. Enabling these groups to
learn and work on a mobile device, simplifies the access to such information enormously.

By being so useful for different groups, the target audience for mobile molecule
visualization is very diverse. A single visual style can be hardly appealing to cover all the
bases of the audience. E.g. a plain rendering of molecules may be ideal for scientists, but
may be too boring for students. But a rendering that looks great for students may be too
cluttered for scientists. Hence, optimized styles are required for the different user groups.

Often it is up to a designer to create the visual appearance. And in the case stated
before, he even has to design many of them. Designers, however, rarely have the technical
skills to realize their design in a graphical rendering framework on their own, resulting
in the need for an engineer. And for every design the designer creates, the engineer is
needed to implement the development.

Moreover, the first drafts of a designer are often not final. Yet they need to be
implemented and evaluated. And every time a slight adjustment is made, the engineer is
needed to do the same work of building and deploying the application with a new style.
And even after the application is released, updates to the style are still possible. This
results in the need of at least two people to maintain an application’s update life cycle.
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In this thesis, we present an extension for the mobile molecule visualization app Waltz-
ing Atoms implemented in Unity3D, that allows to easily modify the visual appearance of
molecules with the help of JSON stylesheets. Designers can change the rendering style by
setting parameters in these stylesheets e.g. which shaders to use or where lights should
be placed with no required programming skill whatsoever. In the following chapters we
will elaborate on this extension and how the shaders available in the stylesheet work.
We will explain how to apply high quality rendering effects like screen space ambient
occlusion, depth of field, comic shading and outline rendering. Those effects were chosen
based on the three target groups of the app, namely students, scientists and companies
who want to use it for advertisement.

The rest of this thesis is structured as follows:
The first chapter Background and Related Work will give some background information

on molecular visualization e.g. which different types of visualization are used for molecules.
Moreover, the techniques used to achieve the different styles will be presented with an
overview of common methods. Because the app was developed with the Unity3D game
engine, the implemented extension will also be developed in the Unity3D framework.
Therefore a section describing the Unity3D engine is enclosed.

The second chapter, Applying Different Rendering Styles in an Mobile Molecule
Visualization App, will explain the implementation in more detail. Firstly, the extension
processing and applying the stylesheets will be presented. Then, the rendering techniques
implemented for the different styles are described in detail (Screen Space Ambient
Occlusion, Comic Shading, Outline Rendering and Depth of Field).

The third chapter Results and Evaluation presents the final styles for named target
groups. They will be benchmarked to the standard appearance which is given by the app.

Finally, there will be an conclusion and an outlook for future work.
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CHAPTER 2
Background and Related Work

2.1 Overview

To allow a designer to create various styles for the different target groups using a stylesheet,
a toolset of rendering techniques is required. Comic shading and outline rendering should
make molecules look more like a cartoon, making them appealing to students and younger
users, whereas more realistic rendering techniques like depth of field and ambient occlusion
are provided for advertisement styles. For scientists, no special rendering techniques are
required, since a plain style not hiding any information is desired.

Before those techniques will be presented below, an overview over molecular visual-
ization, related software and the game engine Unity is given.

2.2 Molecule Visualization and Related Software

Molecules are a group of two or more atoms. They can have complex structures with
different properties depending on their composition of the atoms and the relation between
them.

The aim of molecular visualization is to show their structure and make their properties
visible. Chemists and pharmacists can use those visualizations to design new molecules.
Molecular visualization, however, has the problem that a realistic representation of
molecules does not exist in the real world because atoms are smaller than the wave length
of light. Therefore, metaphors are used for the sake of understanding. Defining such
metaphors is the main research issue of molecule visualization. [Goo05]

Precursors of molecule visualization appeared in the 17th century as hand drawn
pictures and go back to Kepler (1611) and Huygens (1690). They used spheres to show
the structure of crystals by arranging them in a three dimensional array. Other precursors
were Frankenheim (1842) and Bravais (1848) who used a ball-and-spoke representation.
[Smi60] Van der Waal (1873) used a representation that took the "size" of atoms into
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account by using spheres for atoms with the "size" of the atoms encoded in their radius.
[KKL+15]

Nowadays three metaphors are mainly used for molecular visualization: bond diagrams,
ribbon diagrams and space-filling diagrams. Those are shown in Figure 2.1. Combinations
of these three are also common. [Goo05]

Bond diagrams are used to show covalent bonds. It is a bond-centric model, discarding
electrons to focus on atom pairs and the structure of the molecule. [KKL+15] A common
form of this model is the ball-and-stick representation. Atoms are represented as spheres,
whereas their connections are represented as sticks. [Goo05]

Space-filling diagrams are use to display the properties of electrons. Spheres are
placed at the positions of the atoms, with a radius corresponding to the distance between
atoms. [Goo05] This metaphor is one of the most often used visualization methods.
[KKL+15]

Ribbon diagrams are mainly used to present bio molecules. A ribbon diagram ignores
single atoms and focuses on their structure instead. Mainly on chains and their orientation
to show molecule folding. [Goo05] In contrast to bond and space-filling diagrams, ribbon
diagrams are abstract. They focus on showing information that is not clearly visible in
models which show single atoms. [KKL+15]

Figure 2.1: A HIV protease rendered using three different visual metaphors. FLTR: Bond
diagram, Space-filling diagram and Ribbon diagram. Image taken from [Goo05].

Nowadays, many mobile applications are available to visualize molecules. To name
some: Molecules, Atomdroid, Molecular Viewer 3D and NDKMol as well as ESMol. All
these apps can visualize molecules and some, e.g. Molecules, can download molecular
data directly from PubChem and Protein Data Bank. These apps, however, are not
as flexible as programs running on computers, meaning that they often provide only
one or two metaphors for the user to choose from. Atomdroid renders molecules using
the ball-and-stick metaphor, whereas NDKMol and ESMol are able to convert polymer
structures into ribbon diagrams. [LH13]

Another app for molecular visualization is presented by Quinn et al. [QBC+15].
RCSB PDB Mobile is designed for using it as an access point for the RCSB Protein Data
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Bank. Molecules can be searched, downloaded and visualized. The visualization is based
on NDKMol, which is open source.

Waltzing Atoms, the app we developed the extension for, uses Bond diagrams. Ele-
ments are encoded in color and the radii of the spheres which represent the atoms. The
use of this metaphor is determined by the planned use of the application. Besides just
visualizing molecules, the app also allows to render molecules with missing atoms. To
exercise and learn, students can fill this holes with atoms like in a game. That excludes
ribbon diagrams as a possible model because they do not show single atoms. Space-filling
diagrams could be used. However, the ball-and-stick model seems to be more suitable
because sticks without a sphere at the end indicate missing atoms very intuitive, whereas
showing such information in space-filling models would be more difficult.

2.3 Unity3D

Unity3D (Unity) is a general-purpose game engine. It can be used for creating games of all
genres but also to build scientific and business applications. An important feature of Unity
is its ability to build and deploy software for many different platforms including Android,
iOS, Windows Phone and consoles. (All of them with a single code base.) Overall,
Unity supports 23 different platforms. In comparison, the Unreal Engine supports nine
platforms [uef] and Cryengine, another game engine, only six [cry]. The broad support
of different platforms and the good documentation are the reasons why Unity was used
for the app.

A Unity project consists of different scenes which can be thought of as levels in
a game. An object appearing in the scene is called a Game Object (GO). A GO is a
container for components and the type of a GO is defined by the combination of those.
Some examples for components are: Transform, Mesh, Light, Camera and so on. Each
component has its own parameters and can interact with other components of the same
GO. Such components are provided by the engine or can be written by the developer as
scripts.

2.3.1 Rendering in Unity

Some of the platforms supported in Unity have dedicated graphic cards while others have
SoCs with an integrated graphics unit. Certain platforms may support only OpenGL,
whereas others depend on Direct3D. Considering this variety, Unity provides its own
shader language ShaderLab, which is syntactically similar to CgFX and the Direct3D
shader language. Shaders written in ShaderLab are transpiled and compiled by Unity to
shaders usable by the target platform.

A ShaderLab shader consists of sections. E.g. the first one is a property section,
defining the data available in the shader like colors or textures. This section is then
followed by a list of subshader sections. Each subshader is, contrary to its name, a
complete shader. This gives developers the option to write the same shadings techniques
with different complexities. For example the first subshader calculates complex light
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simulations using modern graphics API, whereas the second subshader just approximates
the functionality using simpler methods. As soon as Unity has to render a mesh using
this shader, it takes the first subshader that does not use API calls or functionality that
are not supported by the user’s device and uses it for rendering. If none of the given
subshaders is supported, a fallback shader (often a standard Unity shader) is used.

A subshader itself has a list of tags which support some basic settings like enabling
z-buffer writing or backface culling. After the tags pass sections are defined, which can
be seen as normal rendering passes.

Shaderlab supports three abstraction levels. [unia] These abstraction levels are not
bound to a whole subshader, but can vary from pass to pass:

• Fixed Function Shaders
These are the most abstract shaders. They can only be used for simple effects and
allow little to none customization.

• Surface Shaders
A surface shader is less abstract than a fixed function shader. In a surface shader,
the developer writes a method which defines the lighting and a surf function. The
surf function receives the needed input parameters (Unity determines them by
analyzing the code) like the UV coordinate of the currently processed fragment
or light directions, does some transformations/calculations with it and saves it in
an output structure. The values therein can then be used in the lighting method.
Unity, however, already provides basic lighting methods simplifying shader writing
with surface shaders.

• Vertex and Fragment Shaders
These shaders are written by creating a vertex and a fragment function that are
transpiled to normal vertex and a fragment shader. Shaders written that way are
highly customizable. Compared to Surface Shaders, however, more code has to be
written.

To assign a shader to an object, it needs to be combined with a material component.
A material in Unity defines how an object is rendered. Shaders are attached to materials
and materials are attached to GOs.

2.4 Ambient Occlusion
Ambient occlusion (AO) adds shadows to points on a surface that are more or less
occluded by other points like crevices or valleys, since they do not receive as much light
as a surfaces directly exposed to a light source. An example is shown in Figure 2.2. AO
is a part of Ambient Environment, which is a substitute for "bounce" and "fill" lights
which are used to give more realism to a scene by adding shadows and highlights based
on the form and the environment of an object. Instead of using fill light that would be
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Figure 2.2: A scene with ambient occlusion, where the AO term is set as color. Image
taken from [PG04]

needed to be placed by hand, an environmental map (EM) is used for defining them.
Landis [Lan02] describes an AO algorithm to determine the darkening of different surface
points. Many rays are casted in a hemisphere around each point. The amount of rays
that collide with a point or a surface is then proportional to the occlusion factor.

The directions of the rays that do not collide are then used to calculate the average
direction from where the available light is coming from. The new calculated direction is
called bent vector which is used as the new lookup direction in the EM.

Figure 2.3 shows an AO calculation in 2D for a point P. Five rays are casted, from
which231 three collide with nearby geometry. The other two are used to calculate the
bent vector B.

Figure 2.3: The calculation for the occlusion factor and average light direction. Image
taken from [PG04]

The example in Figure 2.2 shows the darkening of the crevices. The influence of the
bent vector can be seen as a darkening at the bottom of the model. The image is rendered
by Pharr and Green [PG04] and the used algorithm is based on the description of Landis.

The method described by Landis (casting rays for each surface point) was developed
during the production of the movie Pearl Harbor. The approach is, however, not suitable
for real time rendering. Scenes can become complex and ray casting is very expensive.
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Moreover, it needs up to 256 rays to calculate a good AO effect [Chr03]. This cannot be
done in real time with the currently available hardware.

An approach that avoids ray casting is given by Bunnell [Bun05]. His method
interprets a mesh as a set of surface elements which can emit, transmit and reflect light.
Such surface elements are disks, created for each vertex and orientated along the normal
vector of the vertex. They are used to calculate the occlusion factor by summing up the
amount off occlusion of all individual disks above the point the occlusion is calculated
for.

Hoberock [Hob07] provides modifications for this algorithm which reduces artifacts.
Some examples for other solutions for AO are given by Evans [Eva06], Hegeman et al.
[HPAD06] and Ren et al. [RWS+06].

All of these AO algorithms are working in the object-space and have according to
Engel [Eng09] one or more of the following problems:

• Expensive Preprocessing
E.g. AO algorithms using ray casting have to do this more than a hundred times
for each triangle.

• Dependency of the scene complexity
Since the occlusion factor must be calculated for every point of a model, it becomes
more expensive to calculate AO for more geometry.

• Difference in preprocessing of static and dynamic geometry
If a model is static, AO can be precomputed as ambient lighting because it does
not change. Therefore, more complex and realistic methods can be used than on
models which are dynamic and need to be processed every frame.

• Complexity
The implementation of an AO algorithm usually is a complicated and time consum-
ing procedure.

In Contrast to the object-space AO methods presented above, screen space ambient
occlusion (SSAO) operates in the screen space. This has many advantages. Firstly, no
preprocessing is required. (The algorithm calculates AO for the visible part of the scene
in real time.) Secondly, the computing effort is independent of the geometry in the scene.
SSAO has to process a constant amount of data every frame that is only defined by the
size of the screen space. Thirdly, the geometry does not need to be stored in special data
structures as in most object-space AO algorithms.

SSAO was developed by Vladimir Kajalin in 2007 and first used in Crytec’s game
Crysis. Mittring [Mit07] describes the method. SSAO simulates occlusion from nearby
surfaces by using the depth buffer to approximately reconstruct local geometry. For the
occlusion determination, random samples are placed around each fragment’s view space
position which are then compared against the depth of the surrounding geometry using
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depth buffer lookups. The more samples are covered by the surrounding geometry, the
more the fragment is occluded. Filion and McNaughton [FM08] describe an improved
version of Mittring [Mit07] by aligning the samples on a hemisphere around the surface
normal reducing self occlusion dramatically.

Méndez [Mén10] presents an even more primitive approach. Instead of comparing
samples with the depth buffer, he simply calculates the occlusion factor for a pixel based
on its distance and angle to its sample pixels randomly chosen from the sample area.

2.5 Comic Shading

Figure 2.4: Comic shading can be seen on the characters in Ni no Kuni by Bandai Namco
Games.

Comic shading (see Figure 2.4 for an example) aims to render objects such that they
look like cartoons, which are in general two dimensional with little to no details. To
achieve such a style, comic shader (also called toon shader) often use just one or two solid
colors without a color gradient. For two colors, Lake et al. [LMHB00] presents the hard
shading technique. One Color is used for the lighted areas and a second one, usually a
darker tone of the first color, is used for surfaces lying in the shadow. This method adds
more details to the geometry than a one color approach by adding a sense for the form
of the object and its position in the scene. The colors are defined in a texture that has
two texels in its simplest form. To determine which color to use for a point on a model,
a transition boundary is defined based on the dot product between the light direction
and the surface normal. Depending on the position relative to the transition boundary,
a point on the model is either rendered with the light or the shadow color, as seen in
Figure 2.5). Note that hard shading is not limited to two colors.

Mitchell, Moby and Eng [MFE07] provide a different approach by using a texture
map, seen in Figure 2.6, with a value for the whole visible dot product range from 0 to 1.

In contrast to the method provided by Lake et al. [LMHB00], the looked up value is
not used as the resulting color of the point on the object, but as a substitution for the
Lambert term in their lighting equation resulting in an artistic style.

A two dimensional texture map is used by Barla, Thollot and Markosian [BTM06].
Figure 2.7 shows an example for such an texture map.
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Figure 2.5: Methodology of the hard shading algorithm.

Figure 2.6: Texture map used by Team Fortress 2 for the light calculation. Image taken
from [MFE07]

The horizontal axis is still used for the lookup of the resulting value for a given dot
product between the light direction l̂ and the surface normal n̂. The additional vertical
axis is used for the level of detail (LoD) lookup. The D in Figure 2.7 denotes detail.
For every level of detail a different one-dimensional texture map is used. Therefore, the
two-dimensional texture map can be seen as a stack of one dimensional texture maps.
An example for a scene rendered using this algorithm is shown in Figure 2.8.

Figure 2.7: A two dimensional texture map. Image taken from [BTM06]

2.6 Outline Rendering

Outline rendering focuses on emphasizing the important edges and silhouettes of objects
by rendering them with a defined outline color. An example is shown in Figure 2.9. Since
those depend on the position of the observer, they need to be determined every frame.
Consequently, the used algorithms need to be fast and efficient. [IFH+03] To provide a
better understanding of outlines and support a more fine distinction between different

10



Figure 2.8: A landscape shaded with a 2D texture map and depth-based attribute
mapping. Image taken from [BTM06]

Figure 2.9: Outline rendering in Ōkami by Capcom.

types of outlines, Akenine-Möller, Haines and Hoffman [AMHH08, p.510] provide an
overview of types of edges and silhouettes based on the box shown in Figure 2.10:

Figure 2.10: An open box with its edges labeled: (B) boundary, (C) crease, (M) material
and (S) silhouette. Image taken from [AMHH08]
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• Boundary
Boundary edges, also called border edges, exist only on non-closed polygons. A
solid object usually does not have these. [IFH+03] [AMHH08, p.510]

• Crease
Creases can be defined as edges where both adjacent polygons confine an angle,
also called dihedral angle [AMHH08, p.510], greater than a predefined threshold.
[IFH+03] Creases are also called hard edges or feature edges. [AMHH08, p.510].

• Material
These are lines between to polygons that do not fulfill the other given edge definitions.
They are no real edges but are still important. Also called self-intersection lines
[IFH+03], they can be lines between to polygons with different materials or different
colors. Also, it can be a designer’s choice to place them somewhere on the model.
[AMHH08, p.511]

• Silhouette
Isenberg et al. [IFH+03] suggest the following definition: ".. we define the silhouette
edges of a polygonal model as edges in the mesh that share a front- and a back-
facing polygon". Another way to define a silhouette is given by Akenine-Möller,
Haines and Hoffman [AMHH08]. They define it via the dot product between the
normal vector of the processed point and the vector defined by the direction to the
viewpoint.

A heuristic solution for outline rendering is presented by Akenine-Möller, Haines
and Hoffman [AMHH08, p.512]. They render a surface point as an outline if the dot
product between the point’s normal and the view vector is near zero. As long as the
rendered model does not consist of large polygons it returns fine results, but misses
creases, material edges or boundaries. If the object has large polygons, the method tends
to render big parts of the model as silhouette. Moreover, the thickness of the silhouette
is varying, "depending on the curvature of the surface" [AMHH08, p.512]. This method
is computationally cheap, making it a good candidate for the use on mobile devices.

Another solution is given by Isenberg et al. [IFH+03]. Using the viewpoint every
polygon is categorized either facing forwards or backwards. Then all edges that are
shared by a front-facing and a back-facing polygon are rendered as outline. These edges
represent the silhouette. Boundaries, ceases and material edges are not detected.

A solution using a special data structure is shown by Buchanan and Sousa [BS00].
They introduce an edge buffer : an a-priori defined buffer that classifies an edge either as
a part of the silhouette or not. To do so, the edge buffer stores at least two bits for every
edge. These bits are representing a front facing flag and a back facing flag. If both flags
are set, the edge belongs to the silhouette. This buffer has to be updated every frame.
Like the method before, this method only detects silhouette edges.

Card and Mitchell [CM02, p.328] describe an algorithm working in image space using
the depth values as well as the normal vectors. Those are given in a normal and a
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depth buffer, making it easy to implement this method if deferred rendering is used.
To detect edges, the gradients of the buffers are determined by convoluting them with
an image filter e.g. the Sobel operator. Big normal buffer gradients indicate a strong
curvature whereas big depth buffer gradients indicate big depth changes. Since this are
properties of edges, points with big gradients are considered as being part of an edge. The
edges detected by processing the world-space normal vectors are creases and boundaries,
whereas the processing of the depth values detects the silhouette.

The silhouette however, is not guaranteed to be found. For instance, if the differences
in the depth buffer are too little, e.g. a sheet of paper lying on a surface, silhouettes
may not be detected since the gradient may be to small. On the contrary, if a point is
processed that is near an edge, it can be falsely be classified as silhouette point [AMHH08].
Also, there is little possibility to stylize the resulted lines [IFH+03].

Another approach is the "halo" or "shell" method also presented by Akenine-Möller,
Haines and Hoffman [AMHH08]. This method renders the object in two passes. The first
pass renders the object’s back faces with the outline color, where vertices are translated
alongside their normal vectors such that the object is enlarged. This creates a hull around
the object, which becomes visible as an outline after the projection. In the second render
pass, the front faces are rendered normally. "The method is simple to implement, efficient,
robust, and gives steady performance" [AMHH08].

2.7 Depth of Field Rendering

Figure 2.11: Depth of field in Divinity Original Sin Enhanced Edition by Larian Studios.

Depth of field (DoF) is a physical effect created by the refraction of light inside a
lens, which causes objects that are in focus to appear sharp on the image plane, whereas
objects out of focus to appear blurry. An example is shown in Figure 2.11.

The distance u an object can have to the lens to appear sharp is depending on the
lens’s focal length f (see Figure 2.12). u is called focal distance (the distance from the
lens where an object is in focus) and can be calculated using the lens Equation 2.1:

1
u

+ 1
v

= 1
f

(2.1)
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v describes the distance between the image plane and the lens [RTI04].
If the distance of an object from the lens equals the focal distance, the lens projects

every point of the object 1:1 onto the image plane. If the distance is larger or smaller
than the focal distance, its projection onto the image plane appears blurry. The amount
of blur is defined by the circle of confusion (CoC) (see Figure 2.12). If the radius of the
CoC equals 0, the point is projected sharp.

Figure 2.12: Visualization of a lens that projects an object (blue to the left) onto the
image plane to the right. The red objects to the right denote possible results of this
projection if the object would not be in the focus of the lens. In such a case the object is
blurry based on the circle of confusion (CoC).

The radius c of the CoC can be calculated with Equation 2.2 using Equations 2.3
and 2.4 [CPC84]. It is calculated for an object with the distance d to the lens. n denotes
the aperture number.

c = |Vd − Vu|
f

2nVd
(2.2)

Vu = fu

u− f
for u > f (2.3)

Vd = fd

d− f
for d > f (2.4)

In computer graphics, rendering is done using a projection model that simulates a
pinhole camera. A pinhole camera creates images by receiving emitted light rays of the
scene through an infinitely small hole, causing that each point in the scene projects to
exactly one point on the image plane. As a result, a perfectly sharp image is created.
To achieve a DoF effect, the corresponding lens physics have to be explicitly simulated.
Many different algorithms exist to do so.

Cook, Porter and Carpenter [CPC84] present a method using ray tracing for a realistic
simulation of DoF. To achieve the DoF effect, they trace rays through an artificial lens,
which is described by its focal length and and the aperture number. Latter one defines
how much light the lens receives. By tracing the rays through the lens, they simulate
light refraction and create realistic DoF.
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Haeberli and Akeley [HA90] present a method using the accumulation buffer. In
contrast to Cook’s et al. method, the scene is rendered from different positions of an
artificial lens. The created images are then accumulated in the accumulation buffer
resulting in an image exhibiting a DoF effect. The quality is depending on the number
of accumulated images. Effects like ghosting or duplicated images are visible, if too few
images are rendered.

Potmesil and Chakravarty [PC82] present a method (Demers [Dem04] refers to it as
Forward-Mapped Z -buffer DoF), which is a post-processing effect creating DoF using
the color and the depth buffer. To generate the effect, pixels are blended from the color
buffer into the frame buffer as circular sprites, where the size of the circle depends on
the CoC of the blended point. The CoC for a point is calculated based on its depth.

Another method is shown by Arce and Wloka [AW02] (Demers [Dem04] refers to it
as Reverse-Mapped Z -buffer DoF), which is also a post-processing effect using a color
and the depth buffer. Like in Forward-Mapped Z -buffer DoF, the depth buffer is used to
calculate the CoC for every pixel. But instead of blending sprites, pixels are blurred with
different kernel sizes depending on the size of the CoC. An example for an implementation
is given by Riguer, Tatarchuk and Isidoro [RTI04, p.529–p.556].

Filion and McNaughton [FM08] present Layered DoF. The scene is divided into a
set of depth levels which can be defined arbitrarily. A focal distance is also defined.
All elements around this distance are sharp, whereas objects at a different distance are
blurred. Based on the depth level a object belongs to, it is rendered into different image
buffers. The DoF image is created by using four color buffers and a depth buffer. The
color buffers contain pre-blurred images of the scene at a specific level. The resulting
image is created by interpolating between these images depending on the CoC calculated
from the depth buffer.

Different variations of this method exist. E.g. the Unreal Engine [unr] uses Layered
DoF, but its DoF implementation divides the scene only into three sections. Another
version presented by Riguer, Tatarchuk and Isidoro [RTI04, p.529–p.556] uses only two
depth buffers, one containing the normal rendered and one containing the blurry scene.
This algorithm is very fast but does not consider the spatial distance of objects.

We implemented Layerd DoF. The ray tracing method was dismissed because it is
expensive and not suitable for mobile devices. The same goes for the accumulation
buffer method. Forward-Mapped Z -buffer DoF was not chosen since the task of blending
millions of sprites from one buffer to another is not well supported by graphics hardware
and needs therefore be done on the CPU with software [Dem04]. Reverse-Mapped z-buffer
DoF would have been an eligible option, yet Layered DoF is used by many popular
real-time applications like the Unreal Engine or the computer game Starcraft II because
of its good performance and results.
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CHAPTER 3
Applying Different Rendering
Styles in a Mobile Molecule

Visualization App

In this section we go into further detail by explaining how the extension and the shaders
work with focus on the implementation. The extension parses and applies a stylesheet (a
file provided by a designer) that defines a molecule rendering style. We will describe the
structure of the stylesheet and how the extension processes and applies it on the molecules.
Afterwards, we will show how our implementations of screen space ambient occlusion
(SSAO), comic shading, outline rendering and depth of field (DoF) are developed using
ShaderLab by Unity with focus on mobile devices.

3.1 Using Stylesheets for Molecule Rendering
We implemented an extension that parses and applies a stylesheet whenever a molecule
is loaded, resulting in the change of the rendering style of the molecule. The stylesheet
allows to define all parameters important for rendering such as:

• declaring what shaders should be used to render which type of object and what the
parameters of these shaders should be.

• placing different types of lights with various options like its color or whether it
should cast a shadow.

• defining the projection of the camera either as orthographic or perspective.

In the following, we first introduce the sheet’s structure before dwelling deeper on
the implementation. A template of a JSON stylesheet is shown in Listing 3.1.
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For the sake of simplicity, we use JSON as the syntax of the stylesheet. Data is
stored as name/value pairs. While the name is always a string, the value stores different
types of data, ranging from simple types (number, string) to complex types like arrays or
objects. An array can contain values, arrays and objects. Objects can store name/value
pairs. For more details about JSON and its syntax, see the JSON specification [jso].

Listing 3.1: Template of a JSON stylesheet used to configure a molecule rendering style.
1 {
2 "camera" : {
3 "orthographic" : <boolean> ,
4 "bgcolor" :
5 [ <integer> , <integer> , <integer> ]
6 },
7 },
8 "shaders" : [
9 <{

10 "name" : <string> ,
11 "shader" : <string> ,
12 "properties" : { ... } },
13 }>*
14 ],
15 "mapping" : {
16 <<string> : <string>>*
17 "post_effects" : [ <string>* ] },
18 },
19 "lights" : [
20 <{
21 "type" : <string>,
22 "position" :
23 [ <integer> , <integer> , <integer> ],
24 "color" : [ <integer> , <integer> , <integer> ],
25 "intensity" : <float> ,
26 "shadow" : <string> ,
27 "strength" : <float> ,
28 "movable" : <boolean> ,
29 }>*
30 ]
31 }

The stylesheet consists of four sections:

• camera
The camera key holds an object with the two keys orthographic and bgcolor. The
former defines the projection type of the camera (whether it should be orthographic
or perspective). The latter defines the background color of the scene which is the
clear color of the camera with a 3-dimensional vector and values within the range
of [0, 255].

• shaders
This key stores an array of shader objects. A shader object defines a name for the
shader valid in the context of the stylesheet and a second name valid in the context
of the application referencing the implemented shader to use. Moreover, it holds a
"properties" object, which is shader specific.
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• mapping

In this section, the user defines the shaders used to render an object type (e.g.
atoms or bonds). mapping maps shaders to objects. For the Waltzing Atoms app,
there are three entries: atom, connector and post_effects. The first two each have
as value a shader name which needs to be present in shaders. post_effects is an
array storing names of shaders used for post-processing. These shaders are applied
in the order of their appearance in post_effects from top to bottom.

• lights

The last key holds an array of light objects, of which each defines one light source
in the scene. Such an object stores various parameters: its position, color and
intensity, type (point light or directional light) and a shadow strength. Moreover, a
light object allows to define whether a light should cast a shadow and whether a
light is static or moves with the camera as it rotates.

An overview over the structure of our extension is given in Figure 3.1. It consists of
three independent modules. Each of them changes a specific part of the scene based on
the used stylesheet.

Figure 3.1: Relation of the extension (blue) to the Unity scene elements (orange)

The LightProvider as well as the CameraProvider are both small modules. The first
one works with the lights section of the stylesheet and consists of a single class with one
method: placeLights. When the method is called, all default lights are removed and new
lights are placed according to the stylesheet.

The CameraProvider module consists only of the CameraPropertySetter component.
This component is attached to the Game Object (GO) that holds the main camera compo-
nent. Since components of a GO can interact with each other, the CameraPropertySetter
can change the parameters of the camera component according to the camera section of
the stylesheet.
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The last and by far largest module is the ShaderProvider. Its UML class diagram
can be seen in Figure 3.2. It loads and holds the shaders for GOs as well as post-
processing shaders for the camera. As soon as a GO or the camera request a shader, the
ShaderProvider passes them the shaders accordingly to the stylesheet’s mapping section
with the corresponding shader parameters set.

<<interface>>

IShaderProvider

+ SetShader (string, Material): int 
+ SetShaderForElement (SupportedPrefabs, Material): void
+ SetPostProcessingShader (string, Camera, Material): void
+ GetPostProcessingShadersList (): Dictionary<string, PostProcessingShader> 

<<enumeration>>

SupportedPrefabs

Atom
Connector

<<enumeration>>

PostProcessingShader

None
EdgeDetection
DoF
SSAO

JsonShaderProvider

+ shaderFileName: string
- jsonShaderString: string

+ <<constructor>> JsonShaderProvider()
- get<<Shader>>Config (JsonData): <<Shader>>Config
- getShaderByName (string): string
- getShaderPropertiesByName (string): JsonData

PostProcessing

+ mat: Material
+ RandomTexture: Texture
- usedPostProcessingShaders: Dictionary<string, PostProcessingShader> 
-  usedPostProcessingMaterials: Dictionary<string, Material>
- usedPostProcessingShader: PostProcessingShader 
- resizeFactor: int(2)

~ Start (): void
~ OnRenderImage (RenderTexture, RenderTexture): void
-ApplyEdgeDetection (RenderTexture, RenderTexture, Material): void

<<interface>>

IShaderGenerator

+ SetShader(Material): void

<< use >>

<< use >>

<<Shader>>SG

- config: <<Shader>>Config

+ <<constructor>> <<Shader>>SG (BasicShaderConfig):

<<Shader>>Config

+ <<Shader>>Attributes

Figure 3.2: UML diagram of the shader provider module

The operation of the module can be seen by considering an example of a single atom
GO which is going to be rendered as a part of a molecule. It has a material component
that defines how it is rendered based on the shader that the material component holds.
This shader, however, is not set yet since it depends on the stylesheet which defines the
shader used for the rendering of atoms.

Therefore, the atom GO uses the SetShaderForElement (SupportedPrefabs, Material):
void of the IShaderProvider to ask for the shader it shall use. The input is Atom of the
SupportedPrefabs enumeration and the material of the atom GO.

The JsonShaderProvider, provided as IShaderProvider, currently used by atoms and
connectors resorts to the mapping section in the stylesheet to find a shader for atoms
and connectors. The example assumes that a toon shader is set. Now the provider calls
SetShaderForElement (string, Material): void with the toon shaders name gathered from
the stylesheets mapping sections and the material of the atom GO as input parameters.
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This method uses a shader generator (SG) to load the shader and set the properties given
by the stylesheet.

Every available shader has to provide a SG, abbreviated with the shader name as
prefix and SG, like ToonSG. A SG takes a data object as constructor parameter containing
all the properties the set shader should have. Those properties are provided by the
JsonShaderProvider and are parsed from the shader section. After the corresponding SG,
in the example’s case the ToonSG, is generated, the material of the atom GO is passed
to the SG’s SetShader (Material): void method. This method sets the shader with the
parameters defined in the stylesheet in the material.

After this whole procedure, the atom GO has the correct shader assigned and can
be rendered accordingly to the stylesheet. Shaders, however, are not solely available for
GOs to be rendered. The stylesheet also provides the option to define post-processing
effects in the mapping section, which also have to be managed by the Shader Provider.
For this reason, the module provides the PostProcessing component that is attached to
the GO that holds the main camera component.

The PostProcessing component takes the JsonShaderProvider, provided as IShader-
Provider, to get the list of the used post-processing shaders which is set in the mapping
section. The component then creates a material for every shader. The shader for the
material is set using the SetPostProcessingShader (string, Camera, Material): void
method. This procedure is similar to the atom GO example before. The only difference is
the additional Camera parameter. Depending on the post-processing effect, the Shader-
Provider tells the camera to provide either a depth or a normal buffer or both for the
post-processing shaders. During a rendering step, the PostProcessing component cycles
through the created materials applying the shaders on the rendered image in the given
order of the stylesheet.

3.2 Screen Space Ambient Occlusion

Screen space ambient occlusion (SSAO) calculates the occlusion of the scenery per frag-
ment using the depth buffer as a discretized representation of the visible scene. For every
fragment, random samples from its neighbourhood are collected. This neighbourhood
has a constant size in view space, meaning that the size of the projected neighbourhood
is inversely proportional to the depth values in the depth buffer. The SSAO methods
presented by Mittring [Mit07] and Filion and McNaughton [FM08] transfer those samples
into view space, where their depth is compared to the depth stored in the corresponding
depth buffer position. A sample that is farther away from the observer than the depth
stored in the depth buffer is considered to be occluded by the geometry, otherwise it is
considered unoccluded. The final occlusion factor for a fragment depends on the amount
of samples that are considered as inside the geometry. The higher this number is, the less
light is received by the surface point stored in a given fragment. The process is shown in
Figure 3.3.

For performance reasons, however, we chose to implement the approach given by
Méndez [Mén10]. He calculates the occlusion factor ao using Equation 3.1, where ~n
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Figure 3.3: Visualization of SSAO with the observer to the top left. The scene is
represented by the depth buffer (red line). To calculate the occlusion factor for point P ,
random samples are placed around it. The distances of these samples to the observer are
compared to the corresponding depth values in the depth buffer. The red samples are
farther away and are therefore considered to be inside the geometry, even if it is not the
case in the scene. The ratio of red samples to blue samples defines the occlusion factor
for the point P . The higher this ratio, the more is the point occluded.

denotes the normal vector of the point P .

ao = 1
|Samples|

∑
S∈Samples

max(0, ~n · (S−P )
‖S−P‖)

1 + ‖S − P‖ (3.1)

In our implementation, we use a shader with one subshader and four passes. The
first pass creates the buffer where the occlusion factors are stored per fragment. The
second and third pass apply one dimensional Gaussian filters. The last pass blends the
occlusion texture into the rendered image.

The first pass is written with the vertex and fragment shader method provided by
ShaderLab. We want to focus on the fragment shader (see Listing 3.2), since the vertex
shader only transforms the vertices using the MVP matrix and passes the uv-coordinates.

The fragment shader has a hard coded array of offset vectors describing the samples.
For every frame and every fragment, the shader iterates over those samples. For perfor-
mance reasons, we use only 8 random samples, which is a lot less compared to the at
least 256 required according to to Engel [Eng09]. The lack of samples causes a visible
pattern defined by the samples.

A solution for this problem is given by Filion and McNaughton [FM08]. They use
a 2D random texture that stores a random vector per texel. Each sample is reflected
on the respective random vector, creating a individual set of random samples for each
fragment. Consequently, the pattern is no longer visible.
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Our random texture is shown in Figure 3.4. A random vector fetched from this
texture is referred to as rand_norm and used in Line 15 of Listing 3.2 where it reflects
the random sample creating a pseudo random direction.

Figure 3.4: Noise texture used for SSAO kernel randomization.

The next step is to calculate final offset vector using Equation 3.2.

−−−−→
offset =

−−−−→
randdir ∗Radius

1 + depth
(3.2)

The
−−−−→
randdir vector is scaled by a radius that can be chosen by the user. Then the

offset vector is perspectively foreshortened based on the depth of the processed fragment.
Using this offset vector, we generate a new sample and calculate its view space position
as seen in 19. Finally, we use Equation 3.1 to calculate the occlusion factor. To simplify
the blending process in the last pass, we store the inverse occlusion factors. The buffer
holding them can be seen in the left image of Figure 3.5.

Some puncturing artifacts remain due to the small sample count. They can simply be
removed by applying a low pass filter, in our case a separated Gaussian. High-frequency
details are lost, yet the gain in overall quality makes omitting them reasonable. It is,
however, important that the blur does not simply filter every pixel equally. It has to
respect edges of different objects inside the scene to avoid ambient transitions between
different objects. Filion and McNaughton [FM08] use a smart Gaussian filter that extends
the original one by taking the normal vector and depth value of each sampled texel into
account. If the difference between the depths or the dot product between the normals of
a neighbor sample and the center of the blurring kernel is too big, the neighbor sample
is omitted. The result of the high pass filtered texture is shown in the right image of
Figure 3.5.

In the final step the image needs to be combined with the occlusion buffer. As seen
in Equation 3.3, the final color of the pixel c is calculated by multiplying the given color
cS with the inverse ambient occlusion factor ao raised to the power of a scale value k
defined by the user in the stylesheet to strengthen or weaken the effect.

c = cS ∗ aok (3.3)

The final result can be seen in Figure 3.6, where it is compared with the unprocessed
rendering. It can be seen that shadows are added at the crevices between the spheres.

23



Listing 3.2: Code sample showing the calculation of the occlusion factor in the fragment
shader.

1 f loat3 norm ;
2 f loat depth ;
3 DecodeDepthNormal ( tex2D (_CameraDepthNormalsTexture , i . uv ) ,
4 depth , norm ) ;
5
6 half4 pos = depthToViewPos ( i . uv ) ;
7
8 half3 rand_norm = normal ize ( tex2D (_RandomTexture , i . uv_rand ) . xyz
9 ∗ 2 .0 − 1 . 0 ) ;
10
11 f loat ambient_occlus ion = 0 .0 f ;
12
13 for ( int s = 0 ; s < RANDOM_SAMPLES_COUNT; ++s )
14 {
15 half3 rand_dir = r e f l e c t (RANDOM_SAMPLES[ s ] , rand_norm ) ;
16
17 f loat2 o f f s e t = rand_dir . xy ∗ _Radius / (1 + depth ) ;
18
19 half4 samplePos = depthToViewPos ( i . uv + o f f s e t ) ;
20
21 half3 d i f f = half3 ( samplePos − pos ) ;
22 half d i s t ance = length ( d i f f ) ;
23 half3 d i r e c t i o n = normal ize ( d i f f ) ;
24
25 ambient_occlus ion += max( 0 . 0 , dot ( d i r e c t i on , norm) )
26 ∗ ( 1 . 0 / ( 1 . 0 + d i s t ance ) ) ;
27 }
28
29 ambient_occlus ion /= RANDOM_SAMPLES_COUNT;
30
31 ambient_occlus ion = 1 − ambient_occlus ion ;
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Figure 3.5: Left: Generated occlusion buffer. Right: Blurred using smart Gaussian filter
[FM08].

Figure 3.6: Rendered magnesium without (left) and with (right) SSAO.

3.3 Comic Shading and Outline Rendering

We implemented one comic shading method and three techniques for outline rendering,
giving a designer many different options on creating a cartoon style. Our comic shader
uses the hard shading technique presented by Lake et al. [LMHB00], but since the
stylesheet should be the only file required to define a visual style, we are not using
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lookup textures. Using such textures would have required external image files besides
the stylesheet. Instead, we decided to discretize the gradient and evaluate the shading
color on the fly in the shader. Regarding the three outline rendering techniques, we
implemented the dot product and the halo method presented by Akenine-Möller, Haines
and Hoffman [AMHH08, p.512], as well as the post-processing technique shown by Card
and Mitchell [CM02, p.328].

Two shaders have been implemented for this effects. One comic shader performing
the hard shading as well as the dot product and halo method and a post-processing
shader for the post-processing technique. The comic shader consists of one pass using
the vertex and a fragment function where the hull for the halo method is rendered and
a surface shader method with a modified lighting method, which will be transpiled to
passes by Unity.

3.3.1 Hard Shading and the Dot Product Method

The hard shading as well as the dot product method are done using the surface shader
method. It passes the color and the albedo to the lighting method shown in Listing 3.3.

This method applies the hard shading as well as the outline rendering using the dot
product method. Line 7 and 20 are calculating the basic color using a modified Lambert
term based on the work of Mitchell, Francke and Eng [MFE07] who use Equation 3.4 for
their cartoon shading.

kd

[
a(n̂) +

L∑
i=1

ciw
(
(α(n̂ · l̂) + β)γ

)]
(3.4)

The warp function w(x) maps the modified Lambert term (α(n̂ · l̂) + β)γ with the
constants α, β and γ to a texture value (see Figure 2.6). Those constants can be set in
the stylesheet. The result is multiplied with the light color ci and added to the ambient
term a(n̂). Finally the result is multiplied with the albedo kd sampled from the object’s
texture map.

In our implementation, we alter this Equation to a discretized version that can be
seen in Equation 3.5. The discretization results in the hard shading look.

kd ∗
(α+ β)γ

s
∗
⌊

(α(n̂ · l̂) + β)γ ∗ s
(α+ β)γ

⌋
(3.5)

The parameter s, which can also be set in the stylesheet, defines the number of hard
shading borders for the rendered object. The result with different s can be seen in Figure
3.7.

The discretization is linear and does not provide the same degree of freedom as a
lookup texture would. Yet it is still possible to modify the distribution of the hard
shading borders by choosing different β and γ, as shown in Table 3.1.
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Figure 3.7: Resulting images of shading using Equation 3.5 with α = 0.5, β = 0.5, γ = 2
and s = {2, 4, 8} (from left to right).

Listing 3.3: Lighting method used by the surface shader for cell shading and outline
rendering

1 half4 LightingModif iedLambert (SurfaceOutput s , half3 l i gh tD i r ,
2 half3 viewDir , half atten )
3 {
4 half4 c = _OutlineColor ;
5 i f ( dot ( viewDir , s . Normal ) > _OutlineBias ) {
6
7 half modNdotL =
8 pow( s ∗ dot ( s . Normal , l i g h tD i r ) + _Bias
9 , _Exponent ) ;
10
11 f i x ed3 albedo ;
12 half maxValue = pow( s + _Bias , _Exponent ) ;
13
14 half s tepDe l ta = maxValue / _Steps ;
15 half i nve r s eStepDe l ta = 1 / stepDe l ta ;
16
17 albedo = s . Albedo ∗ s tepDe l ta
18 ∗ int (modNdotL ∗ i nve r s eStepDe l ta ) ;
19
20 c . rgb = albedo ∗ _LightColor0 . rgb
21 ∗ (modNdotL ∗ atten ∗ 2 ) ;
22 }
23
24 c . a = s . Alpha ;
25 return c ;
26 }

Besides the shading, Listing 3.3 also shows the dot product outline rendering method.
The resulting color c is initialized with the outline color provided by the stylesheet (seen
at Line 4). This color is only replaced if the dot product between the view vector and
the normal vector exceeds a user defined threshold. Renderings using different thresholds
can be seen in Figure 3.8.
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Figure 3.8: Resulting images of shading using different outline thresholds given by the
numbers to the lower right.

Exponent γ
0.0 0.3 0.6 1.0

B
ia
s
β

0.
0

0.
3

0.
6

1.
0

Table 3.1: Different distributions of the hard shading borders caused by varying combi-
nations of the bias β and the exponent γ. α = 1 and s = 4.
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3.3.2 Hull Method

The hull method presented by Akenine-Möller, Haines and Hoffman [AMHH08] is calcu-
lated in a separate pass before the hard shading is applied. It is implemented using the
vertex and fragment shader methods of ShaderLab. The fragment shader only forwards
the color given by the vertex shader. Therefore, we take a closer look at the vertex
shader, shown in Listing 3.4. The implementation of this method is straightforward, with
little variety in the concrete realization, which is why the implementation of the vertex
shader of the Unity Wiki [unib] was used.

Listing 3.4: Vertex shader creating a hull for outline rendering by Unity Wiki [unib].
1 f r ag In ver t ( ve r t In v ) {
2
3 f r ag In o ;
4
5 o . pos = mul (UNITY_MATRIX_MVP, v . ver tex ) ;
6
7 i f ( _HullSize > 0 .0001) {
8 f loat3 norm =
9 normal ize (mul ( ( float3x3 )UNITY_MATRIX_IT_MV, v . normal ) ) ;
10
11 f loat2 o f f s e t = TransformViewToProjection (norm . xy ) ;
12
13 o . pos . xy += o f f s e t ∗ o . pos . z ∗ _HullSize ;
14
15 o . c o l o r = _OutlineColor ;
16 } else {
17 o . c o l o r . a = 0 ;
18 }
19
20 return o ;
21 }

Firstly, the normal of the vertex is transformed into view space using the inversed
transposed model view matrix provided by Unity, UNITY_MATRIX_IT_MV . Then
the x and y coordinate of the normal vector are transformed into projection space using
Unity’s method. The z coordinate can be discarded because the hull shall be enlarged
along the object’s height and width, not its depth. This offset is multiplied with a
user defined hull size scale and the z position of the vertex after its transformation for
scaling. Note that front-face culling has to be activated in advance, by using an according
ShaderLab tag. To allow the disabling of the technique, the outlines are only generated
if the user defined hull size exceeds 0.0001, an arbitrarily chosen small value. The results
of this outline rendering technique can be seen in Figure 3.9.
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Figure 3.9: Resulting images of shading using the hull method. Hull size given by the
number to the lower right.

3.3.3 Outline Rendering Using Post-Processing

The post-processing method for outline rendering shown by Card and Mitchell [CM02,
p.328] is done by calculating the gradients of the depth buffer and normal vector buffer
for every fragment. If those gradients exceed a certain threshold, the fragment is rendered
as an outline.

In our implementation, we use a simple 4-connected neighborhood for their computa-
tion. Their uv-coordinates are calculated in the vertex shader and are there stored in
an array as seen in Listing 3.5. Since the array is interpolated during the rasterization
stage, we avoid to calculate the used neighbours in every fragment.

Listing 3.5: Calculation of the sample uv coordinates in the vertex shader
1 o . uv [ 1 ] = uv + _MainTex_TexelSize . xy
2 ∗ half2 ( 1 , 1) ∗ _SampleDistance ;
3 o . uv [ 2 ] = uv + _MainTex_TexelSize . xy
4 ∗ half2 (−1,−1) ∗ _SampleDistance ;
5 o . uv [ 3 ] = uv + _MainTex_TexelSize . xy
6 ∗ half2 (−1 , 1) ∗ _SampleDistance ;
7 o . uv [ 4 ] = uv + _MainTex_TexelSize . xy
8 ∗ half2 ( 1 ,−1) ∗ _SampleDistance ;

Listing 3.6: Determination whether the fragment is part of an edge or not in the fragment
shader. Sample A and B are samples of the opposite direction (top and bottom, left and
right).

1 f loat normDiff = length ( sampleANorm − sampleBNorm) < 0 . 9 ;
2
3 f loat depthDi f f = abs ( sampleADepth − sampleBDepth ) <
4 0 .045 ∗ ( sampleADepth + sampleBDepth ) ;

To make sure that the samples are actually scaled in pixel size, the offset vectors are
multiplied with the by Unity provided _MainTex_TexelSize. Its x and y value hold
1/viewportWidth and 1/viewportHeight.

To determine whether a fragment belongs to an edge or not, we calculate the gradients
in the fragment shader using the neighbors as seen in Listing 3.6. The threshold 0.9 was
arbitrarily chosen. For the depth gradient, we adjust the threshold perspectively. To do
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so, we choose the mean of the two samples. The division by 2 is already considered in
the term 0.045.

To obtain a simple control over the thickness of the outline rendered with the method
of Card and Mitchell, we extended their technqiue by allowing a varying sampling stride
for the estimation of the gradients. The results of this simple, yet effective extension is
depicted in Figure 3.10 for different sampling strides.

Figure 3.10: Resulting images of post-processing edge detection. Sample distance from
left to right 1, 3 and 5.

3.4 Depth of Field

For the depth of field (DoF) effect we implemented Layerd DoF as presented by Filion
and McNaughton [FM08] and Riguer, Tatarchuk and Isidoro [RTI04, p.529–p.556]. Our
implementation uses three main layers (near, focus and far) and two transition layers
providing a smooth conversion between the main layers.

Our algorithm first divides the scene into the main layers based on the z-buffer,
storing each of them in a particular frame buffer. The near and the far layer are blurred
and finally composed back together with the focus layer to the result image.

The boundaries of the layers can be defined in the stylesheet. Since we use the depth
buffer for the decomposition of the scene, these intervals have to be within the range [0, 1].
The layer distribution is given as an array of size four, referred to as _TransitionRanges
(TR) in the following code listings. TR[0] defines where the focal layer starts, TR[1]
where the near layer ends. The far layer starts blending in at TR[2], and the focal layer
ends at TR[3]. The transition layers are given implicitly by the overlaps. (TR[0] ≤ TR[1]
≤ TR[2] ≤ TR[3])

Our DoF shader consists of one subshader with six passes: one pass for each layer
segmentation (near, focus and far), two passes for a separated Gaussian filter and one
pass for the final composition. All these passes are written using vertex and fragment
shader functions.

The shaders used to divide the image into different layers are equivalent. Therefore,
the fragment shader segmenting the near layer is shown as an example in Listing 3.7.
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Figure 3.11: DoF layers (l.t.r): near, transition near to focus, focus, transition focus to
far, far.

Firstly, the depth value for a fragment is read from the depth buffer. Then it is compared
to the according transition range parameters. If the pixel (stored in the _MainTex)
does belong to the near layer, its color is stored in the corresponding frame buffer. This
happens also for the focus and the far layer.

An example for a result of the layer segmentation with the final composition is shown
in Figure 3.12. It can be seen that the focus layer has elements which are part of the
near layer as well as of the far layer due to their overlap.

The next step is to blur the near layer and the far layer by applying a separated
Gaussian filter. Finally, all layers are composed back together into a single image. The
composition is done using the fragment shader shown in Listing 3.8. The near layer is
referred to as _NearTex, the focus layer as _MainTex and the far layer as _FarTex.

To create the final image, texels are fetched from the corresponding layer frame buffers
based on the depth value of the processed fragment. If the depth value lies outside of
any transition range, a single layer texture is used. Otherwise, the final fragment color
is created by interpolating between two layers. This is done by using the provided lerp
(linear interpolation) function.
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Listing 3.7: Fragment shader used to create the near layer of the scene
1 half4 f r a g ( v2f i ) : SV_TARGET {
2
3 f loat3 normalValues ;
4 f loat depthValue ;
5
6 DecodeDepthNormal(
7 tex2D (_CameraDepthNormalsTexture , i . uv . xy ) ,
8 depthValue , normalValues ) ;
9
10 i f ( easeDepth ( depthValue ) < _TransitionRanges [ 1 ] )
11 return tex2D (_MainTex , i . uv ) ;
12 else
13 return _ClearColor ;
14 }

Figure 3.12: Layers after separation and blurring and final composition from top left to
bottom right: near layer, far layer, focus layer and final composition. Transition range
parameters: [0.5, 0.59, 0.6, 0.9]
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Listing 3.8: Fragment shader used to composite all layers into a final image
1 half4 c ;
2
3 i f ( depthValue <= _TransitionRanges [ 0 ] ) {
4
5 c = tex2D (_NearTex , i . uv ) ;
6 }
7 else i f ( depthValue > _TransitionRanges [ 0 ]
8 && depthValue <= _TransitionRanges [ 1 ] ) {
9
10 f loat v = ( depthValue − _TransitionRanges [ 0 ] )
11 / ( _TransitionRanges [ 1 ] − _TransitionRanges [ 0 ] ) ;
12
13 c = l e rp ( tex2D (_NearTex , i . uv ) ,
14 tex2D (_MainTex , i . uv ) , v ) ;
15 }
16 else i f ( depthValue > _TransitionRanges [ 1 ]
17 && depthValue <= _TransitionRanges [ 2 ] ) {
18
19 c = tex2D (_MainTex , i . uv ) ;
20 }
21 else i f ( depthValue > _TransitionRanges [ 2 ]
22 && depthValue <= _TransitionRanges [ 3 ] ) {
23
24 f loat v = ( depthValue − _TransitionRanges [ 2 ] )
25 / ( _TransitionRanges [ 3 ] − _TransitionRanges [ 2 ] ) ;
26
27 c = l e rp ( tex2D (_MainTex , i . uv ) ,
28 tex2D (_FarTex , i . uv ) , v ) ;
29 }
30 else {
31 c = tex2D (_FarTex , i . uv ) ;
32 }
33
34 return c ;
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CHAPTER 4
Results and Evaluation

4.1 Visual Styles

The final styles generated for the three target groups (students, scientists and advertise-
ment) are shown in Table 4.1, where we rendered selected molecules for demonstration.
The corresponding summarized stylesheets can be seen in Table 4.2.

4.1.1 Education Style

The comic shader is used to give the molecules a cartoon style amplifying the app’s
gamification effect. For the hard shading we settled on four gradient steps (since this
is a subjective choice, any other number of hard shading borders is also valid). For
edge rendering, however, the choice to use this technique is based on the strengths and
weaknesses of the different outline rendering methods. For spheres alone, all methods
would be suitable. But the connectors cut into the atom spheres producing creases,
making a rendering of their outlines not trivial.

Figure 4.1: Different edge rendering methods from left to right: via dot product, via hull
method and via post-processing.
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Table 4.1: Different molecules rendered with different styles defined by the summarized
stylesheets in Table 4.2.
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Education Scientific Advertisement

1 " camera " : { <... > } ,
2 " mapping " : {
3 " atom " : " s c h o o l " ,
4 " connector " : " s c h o o l

" ,
5 " p o s t _ e f f e c t s " : [
6 " edge " ]
7 } ,
8 " shaders " : [
9 { " name " : " s c h o o l " ,

10 " shader " : " toon " ,
11 " p r o p e r t i e s " : {
12 " c o l o r " : [ 0 , 0 , 0 ] ,
13 " h u l l _ s i z e " : 0 . 0 ,
14 " o u t l i n e _ b i a s " : 0 . 0 ,
15 " s c a l e " : 0 . 5 ,
16 " b i a s " : 0 . 65 ,
17 " exponent " : 1 ,
18 " s t e p s " : 4 }
19 } ,
20 {
21 "name " : " edge " ,
22 " shader " : " edgePost " ,
23 " p r o p e r t i e s " : {
24 " sample_dist " : 1 }
25 } , ] ,
26 " l i g h t s " : [ <... > ]

1 " camera " : {
2 " o r t h o g r a p h i c " : "

t r ue " ,
3 . . .
4 }
5 " mapping " : {
6 " atom " : " s c i e n c e " ,
7 " connector " : " s c i e n c e

" ,
8 " p o s t _ e f f e c t s " : [ ]
9 } ,

10 " shaders " : [
11 { " name" : " s c i e n c e " ,
12 " shader " : " b a s i c " ,
13 " p r o p e r t i e s " : {
14 " smoothness " : 0 . 5 ,
15 " m e t a l l i c " : 0 . 2}
16 } ] ,
17 " l i g h t s " : [ <... > ]

1 " camera " : { <... > } ,
2 " mapping " : {
3 " atom " : " advert " ,
4 " connector " : " advert

" ,
5 " p o s t _ e f f e c t s " : [
6 " dof " , " s sao " ] } ,
7 " shaders " : [
8 { " name " : " advert " ,
9 " shader " : " b a s i c " ,

10 " p r o p e r t i e s " : {
11 " smoothness " : 0 . 15 ,
12 " m e t a l l i c " : 0 . 3 }
13 } ,
14 { " name " : " dof " ,
15 " shader " : " dofPost " ,
16 " p r o p e r t i e s " : {
17 " l a y e r s " :
18 [ 0 . 1 , 0 . 2 , 0 . 37 , 0 . 43 ] }
19 } ,
20 { " name " : " s sao " ,
21 " shader " : " ssaoPost "

,
22 " p r o p e r t i e s " : {
23 " r a d i u s " : 0 . 03 ,
24 " s s a o _ f a c t o r " : 1}
25 } ] ,
26 " l i g h t s " : [ <... > ]

Table 4.2: Summarized stylesheets defining the visualizations in Table 4.1.

The dot product method was the first choice because it provides a good performance
and pleasant results. Its visual appearance compared to other techniques is shown in
Figure 4.1. The main drawback, however, is the handling of large polygons, which turn
entirely black when exhibiting a particular orientation in view space. This tends to be
a problem for the connectors as shown in Figure 4.2. Another minor disbenefit is the
variance of the line strengths as seen in the leftmost image of Figure 4.1.

The hull method was the second choice, since it only adds a pass doing vertex
transformations. The result can be seen in the middle image of Figure 4.1. Compared to
the first method, all lines have approximately the same thickness. Yet, this method also
has drawbacks due to the outline being an object in the 3D space. The first one can be
seen in Figure 4.3, where the outline unintentionally appears under certain viewing angles.
The second one, visible in the middle image of Figure4.1 and also in Figure 4.3, are the
rendered outlines in the middle of connectors. They appear because a connector consists
two cylinders. Since the enlarging of the hull is done per vertex without consideration of
the context, the base of the cylinders is also enlarged, resulting in the hull of the closer
connector overlapping the more distant one.

The post-processing method renders outlines with approximately same thickness, yet
without the artifacts of the hull method. Moreover, more edge types are outlined using
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Figure 4.2: Using the dot product outline rendering technique, connecters turn black if
the viewing angle is to steep.

Figure 4.3: Using the hull method outline rendering technique, the outline unintentionally
appears under certain viewing angles.

this method than case with the other two. This quality arguments made this approach
the method of choice for the implementation in the app. A style that uses this method
can be seen in the first column of Table 4.1 and in the last image of Figure 4.1.

4.1.2 Scientific Style

The scientific style was designed to be functional (see second column in Table 4.1). The
shading is kept plain such that the spectator is not distracted from the information given
by the structure of the molecule. Moreover, an orthographic projection is used instead
of a perspective one to support the perception of the structure, because perspective
projection makes it difficult to see relative sizes. For shading, the default Unity surface
shader is used. Post-processing effects are not applied.

4.1.3 Advertisement Style

The purpose of the advertisement style is to make molecules look spectacular. The idea
was to achieve this by applying techniques from photorealistic rendering The rendering of
the atoms and bonds is done by the standard Unity surface shader. Realism was added
using the implemented post-processing effects SSAO and Layered DoF. The result can
be seen in the third column of Table 4.1.
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The DoF effect is applied by blurring the part farthest away to set the front of the
molecules in focus. We decided to do so to hide artifacts of Layered DoF. Because the effect
is applied during post-processing, it misses some information leading to approximation
errors, especially in the near layer. If an object is blurred because it is too close to
the camera, the edges should also be blurred. Yet, this only can be done correctly if
the occluded objects are known, which is not possible after the scene has already been
rendered. As a result, the implemented DoF effect does not blur the borders of near
objects correctly.

Figure 4.4 shows a close up look on the visual effects of the transition layer. The
marked atom is a part of both the focus layer and the far layer, placing it in the transition
layer. This results in the atom being rendered sharp, with a glow around the borders.
This is another approximation artifact of this DoF method. However, it is only noticable
at a closer lookup and can hardly be seen on mobile devices.

Figure 4.4: Close up look at the advertising style.

Figure 4.4 also shows the use of SSAO in the advertisement style. We decided to use
it subtly, such that it is almost unnoticeable, but still enhancing the visual style of the
molecule. This can be best seen at the silhouettes of the atom spheres (see, e.g., the
Magnesium example in Table 4.1).

4.2 Rendering-Performance on Mobile Devices

To evaluate the applicability of the used rendering techniques, data was gathered to
benchmark the performance of the different styles. For this reason, the app was modified
to run the same set of molecules with varying visual styles. In the meantime, performance
data (frames per second (FPS)) was sent to a server for analysis.

This test setup allowed to benchmark on many different devices without the need for
supervision. The app could simply be distributed to the devices of test users who just
needed to start the app and run the benchmarks.
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Five molecules with varying size were used to test the performance: Water, Anthracen,
NaCl, C60 Fulleren and Haemoglobin (see Table 4.3).

Figure 4.5 shows the results of this performance benchmarks. Performance information
is given per exercise as FPS, the default rendering performance is used as reference.

We collected performance data from 15 devices. The great variety of test devices can
be seen in the high standard deviation almost every performance data shows. High-end
tablets were used as well as entry-level smart phones.

To set the collected benchmarks in relative reference, we will compare the performance
of the education, scientific and advertisement styles with the performance of a default
rendering that only applies a simple Phong illumination without any advanced shader
effects. Using the comic style, the mean of the FPS drops by 24% and the median
decreases by 20%. Although the comic style only uses a slightly modified shading and
one post-processing effect, it has a relative high cost. Looking at the data of the water
molecule, however, both the median and the mean are above 30 FPS, suggesting that
the performance is still good enough such that the style is usable.

The scientific style exhibits a slightly better performance than the default rendering.
The mean of the FPS increases by 9% and the median by 5%. It is without doubt
performant enough to be used even on weaker devices.

The advertisement look is the style with the highest performance cost. The FPS
mean drops by 76% and the median by 80%. No device was able to provide a smooth
interaction. The high-end devices were able to still provide interactive framerates, yet
it is not suitable for real-time purposes on mobile devices in general. Nevertheless, it
generates nice pictures, which was the main purpose of this style.
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Table 4.3: Molecules used for benchmarking the visual styles.
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Style  /  Exercise

Default Education Scientific Advertisement
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Figure 4.5: Benchmarks of the different styles measured in FPS presented in a Box-
Whiskers plot. The blue points show the measured FPS. The dark grey boxes cover
the interval [1stquartile,median] and the lighter grey boxes [median, 3rdquartile]. The
extending lines, the whiskers, show the minimum and the maximum of the data with a
maximum distance from the according quartile of 1.5 times of the interquartile range.
Points outside the whiskers are outliers.
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CHAPTER 5
Conclusion and Future Work

This work implemented a setup to define styles for a mobile molecule visualization app.
This setup was then used to define styles for three different target user groups. One for
students, one for scientist and one for marketing. Six well known rendering techniques
were implemented in Unity and made available for defining styles in the stylesheet.

These rendering techniques are mainly screen spaced methods, because they are the
optimal choice for mobile devices with regards of performance. However, using a screen
space effect does not guarantee a good performance on mobile devices.

For example, the comic style we defined in Section 3.3 uses only one screen space
effect, but is already 20% slower than the default rendering. The advertisement style
uses two more complex screen space effects and is not suitable for real-time purposes and
thus only used for generating.

However, the styles that have to run at real-time framerates are the comic style and
the scientific style. As shown by the performance analysis in Section 4.2, they are actually
suitable for this task.

With the implementation of this work, the app is now capable of changing its
appearance even during runtime. This feature was used during the tests to change
the styles between the runs of the benchmark exercises. For defining new styles, no
programming or shader knowledge is necessary. It is enough to define a configuration file
with the required parameters. Yet, there are challenges that are beyond the scope of this
work.

Firstly, the manipulation of the stylesheet could be even more user friendly (e.g.
with a GUI). Moreover, the implemented techniques were all developed because at the
beginning of the project, we already had the required styles in our mind. More available
shaders would make the stylesheet even more powerful, resulting in more creative freedom
for the designer. n the future, we also want to optimize the given shaders for mobile use.
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