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Motivation

Problem:
•		 Spinal column is a frame of reference in medical diagnosis
•		 Magnetic Resonance Imaging (MRI) scans do not exhibit a standardized	 	
	 intensity scale
•		 Varying intensities for the same tissue due to different scanners, 		 	 	
	 changes in the image acquisition, etc.

Goal:
•		 Normalize T1- and T2- weighted MR volumes to a reduced, 	 	 	 	 	
	 standardized 	intensity scale
•		 Localize intervertebral disks and vertebrae in the normalized data
•		 Semi-automatic system, where a user provides an initial click position
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Sample result yield with learned model and classifier:•		 Parameter space exploration for various parameters of entropy models
•		 Training of entropy models and boosting trees on eleven T1w and T2w volume datasets
•		 Evaluation of labeling pipeline on 18 unseen lumbar T1w and T2w MR volumes

•		 Disk localization precision of 91.9 % at a recall of 91.7 %
•		 Mean overall processing time of 6.0 s per dataset (0.8 s per detected disk)

Basic Approach

•		 Learning-based system
	
•		 Preprocessing of MR scans with bias field correction 	
	 method by Juntu et al. [1]

•		 Normalization of preprocessed scans with Entropy-		
	 optimized Texture Models (ETMs) by Zambal et 		
	 al. [2]

•		 Intervertebral disk detection with optimized 	 	 	 	
	 Probabilistic Boosting Trees (PBTs) by Schulze et 	
	 al. [3]
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Results

Spine Model Building
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•		 We present a novel pipeline for the labeling of different kinds of MR datasets.
•		 We learn only one model, which captures the intensity variation in T1-weighted and T2-weighted MR 	
	 volume data.
•		 Without prior knowledge about the weighting of an unseen dataset, we can reduce its intensity scale 	
	 and successfully localize and label intervertebral disks in a semi-automatic way.

Conclusion

Mean distance-to-disk-cylinder error for a 
complete data normalization and labeling 
run, with initial click position in a specific 
disk (y-axis) in a dataset (x-axis)

Semi-Automatic Labeling of Unseen Dataset
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Matching of Entropy Model
L4
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Original image data is divided 
by surface fitted to extracted 

background image

Iterative detection of 
intervertebral disk feature 

points within a region of interest

Placement of learned model 
around input position and 

iterative optimization, based on 
learned model

Training of PBTs

Bias Field Correction

Building of Entropy Model

Annotated
T1w  and T2w MR Data
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Original image data is divided 
by surface fitted to extracted 

background image

Extracted textures are 
optimized iteratively from a 
fixed number of source gray 
bins to target bins, based on 

entropy terms

Training of feature detectors for 
lumbar and thoracic 
intervertebral disks 
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