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Abstract

Interactive virtual environments (VEs) are gaining more and more fidelity. Their high

quality stimuli undoubtedly increase the feeling of presence and immersion as “being

in the world”, but maybe they also affect user’s performance on specific tasks. Vi-

sion and spatial hearing are the main contributors of our perception. Sight dominates

clearly and has been in the focus of research for a long time, but maybe it is the audio-

visual combination which facilitates the user in his decision making and in completing

a task.

Mere identification of the task is not enough. Of course one could find dozens of prob-

lems where spatial sound reproduction has a practical relevance. More interesting are

those which reside on a high cognitive level. Tasks that combine visual stimuli and audi-

tive perception with movement provide a wide field of activity like for example crossing

a busy road, an every day task that contains a high information density and demands

fast processing by the brain. But how does hearing have an impact on this? Does spatial

audio lead to better performance? Can one adjust naturalistic, spatialized hearing vir-

tually? This diploma thesis asseses the effect of spatial sound reproduction compared

to conventional stereo sound or no sound at all. Within the scope of the practical part,

a simulator was implemented to produce a virtual street crossing experiment. It was

later used to perform a study with volunteer participants.

The results give evidence that there is a statistically significant difference between spa-

tialized sound rendering compared to stereo sound or no sound. In the future this can

not be used solely to boost the naturalistic fidelity and authenticity of a virtual environ-

ment but also as a user supportive measure.
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Zusammenfassung

Interaktive virtuelle Umgebungen werden immer realitätsgetreuer. Ihre qualitativ hoch-

wertigen Stimuli erhöhen ohne Zweifel das Gefühl der Präsenz und Immersion “mitten-

drin in der Welt zu sein”. Sehen und räumliches Hören machen den größten Teil un-

serer Wahrnehmung aus, der visuelle Bereich dominiert deutlich und ist daher schon

seit längerem im Blickpunkt der Forschung, aber vielleicht ist es gerade ihre Kombina-

tion, die den Anwender in seiner Entscheidungsfindung und damit in der Bewältigung

einer Aufgabe unterstützt.

Mit der Identifikation der Aufgabe alleine ist es nicht getan. Natürlich könnte man sich

Dutzende einfallen lassen bei denen räumliche Tonwiedergabe einen praktischen Sinn

macht. Interessant sind hier solche, die kognitiv auf einem ziemlich hohen Level an-

gesiedelt sind. Aufgaben die sowohl zu einem hohen Maß aus visuellem Reiz und

auditiver Wahrnehmung in Kombination mit Bewegung gestaltet sind, bieten hier ein

breites Betätigungsfeld. Ein Beispiel ist das Überqueren einer befahrenen Straße, eine

alltägliche Aufgabe, die für unser Gehirn eine hohe Informationsdichte beinhaltet und

schnelle Verarbeitung erfordert. Wie allerdings wirkt sich dabei unser Hören aus?

Bringt räumlicher Ton eine gesteigerte Leistung? Kann man dieses natürliche, räum-

liche Hören virtuell nachstellen? Hier setzt diese Diplomarbeit an und untersucht die

Auswirkung von räumlicher Tonwiedergabe verglichen mit konventionellem Stereoton

oder gar keinem Ton. Im Rahmen des praktischen Teils ist ein Simulator entstanden

mit dessen Hilfe ein Straßenquerungsexperiment nachgestellt wird. Dieses wird an-

schließend im Rahmen einer Studie mit freiwilligen Probanden durchgeführt.

Die Ergebnisse geben einen Hinweis, dass es einen statistisch signifikanten Unter-

schied zwischen räumlichem Ton, Stereoton und keinem Ton gibt. Zukünftig könnte

dies nicht nur die natürliche Qualität und damit die Glaubwürdigkeit der virtuellen

Umgebung steigern, sondern auch die Anwender selbst unterstützen.
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Chapter 1

Introduction

1.1 Motivation

An important application of computer graphics is the creation of sufficiently realistic

simulations that provide the ability to analyze and learn about real-world situations that

are otherwise difficult and expensive to reproduce. One of these situations involves un-

derstanding pedestrian behavior at street crossings. In 2008, pedestrians injured had a

share of 11% (4.233 of 50.521) among traffic accidents in Austria with a 15% share (102

of 679) of lethal outcome [Acc]. Crossing a street is a commonly encountered situation,

but as accident statistics show pedestrians are making poor decisions about when to

cross. Therefore every year many pedestrians, especially children and old people are

killed crossing a street as they either do not see an oncoming car, or fail to correctly

estimate its time to impact. Making the decision to cross the road is a highly complex

task which requires efficient perceptual and cognitive processes. One has first to de-

tect the vehicles and safety installations on the street and integrate information from the

various parts of the road in order to form a mental representation of the situation, which

then must be frequently updated to keep up with environmental changes.

With a computer-generated model one can visualize and analyze structural projects in

advance. There is thus a need to provide realistic simulators that enable urban plan-

ners to judge whether a pedestrian crossing is safe and whether additional building

measures (marks on the street, posts that make parking near the crossing impossible

etc.) are needed to improve the safety. Together with new approaches in the field of

town development, VEs can be used to teach safe traffic situation handling to protect

especially the youngest road users from danger.
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Chapter 1 Introduction

In order to realize such systems, the question arises, which factors are to be consid-

ered. “Factor” here means perceptual influences on the human cognition, and whether

or not they have a mutual effect on each other, and if they provide an augmentation of

the human sensory system. It has been demonstrated that by exploiting crossmodal

interactions in visual attention due to the limitations of the human visual system audio

can compensate the perceptibility of visual defects [MDCT05]. That does not mean

that vision and audition are limited by a common attentional resource, it is more the

combination and integration of different sensory modalities [EB04, AMB06] for a robust

and reliable perception. So maybe it is possible to achieve a better sensory reliability

by boosting the auditory modality in the simulator?

This thesis picks up the question whether increasing the quality of audio will signifi-

cantly affect a person’s ability to correctly judge the safety of crossing a road as these

conclusions are important in the context of the design and operation of such simula-

tors. As part of the inter-university project called CROSSMOD [Xmd], we describe our

experiment based on neuro-science literature study in order to examine a set of cross-

modal phenomena that can be potentially exploited to improve quality and efficiency

of VEs.

3D sound can contribute to the sense of immersion in a 3D-environment [RVSP09,

HB95]. But we want to explore if one might be able to work more efficiently in a VE

with authentic 3D sound, which emits from its proper location like in reality. To inves-

tigate this requires a close-to-reality scenario with a task from daily life. Therefore the

proposed scenario is a pedestrian simulator that requires users to correctly determine,

in the face of an oncoming car, whether it is safe to cross a road in a given virtual

environment or not.

2



Chapter 1 Introduction

1.2 Outline of the document

First we will present some background in Chapter 2 about human seeing (Chapter 2.1)

and hearing (Chapter 2.2) to form a knowledge base necessary for audio-visual per-

ception described in Chapter 2.4. After the psychophysical background is set we con-

tinue to highlight well established rendering techniques for both modalities in Chap-

ter 3. In Chapter 4, we present existing literature and its implications regarding the

researched area. Chapter 5 describes our methodology and implementation of an

interactive virtual environment application, after which Chapter 6 explains the study

which has been carried out. Results are shown in Chapter 6.7 and discussed in Chap-

ter 6.8. The thesis is concluded with Chapter 7, which dissects our findings in 7.1 and

gives an outlook on future work in Chapter 7.2.

3



Chapter 2

Seeing and Hearing

For the acquisition of environmental information all sensory systems normally work

together in such a way that the contribution of one individual system can be seen hardly

independently of one another. Nevertheless we will first examine them separately for

better clarity and then try to explain the merging of senses. We limit this chapter to

seeing and hearing and discuss some anatomical and physiological aspects.

2.1 Seeing

Several anatomical factors have substantial meaning for our seeing [Gus00]:

1. we have two eyes

2. these are horizontal next to each other arranged with a distance between 5–8 cm

from each other (inter-ocular distance, horizontal disparity)

3. the spatial resolution of the eye decreases with increasing distance on the retina

from the fovea to the periphery

4. they are above all remaining parts of the body except the brain

5. the eyes are mobile in the head

6. the head is mobile relative to the body

7. the body is mobile in the horizontal level relative to the ground

4



Chapter 2 Seeing and Hearing

The information supplied by our two eyes differs slightly in the horizontal level from

each other. This horizontal disparity leads to the sensation of depth from the two slightly

different projections of the world onto the retinas of the two eyes. Six eye muscles,

innervated by 3 nerves, permit arbitrary and automatic eye movements, which run

binocularly coordinated. We do not look at a scene in fixed steadiness; instead, the

eyes move around, locating interesting parts of the scene to build up a mental ’map’

corresponding to the scene. One reason for these so-called saccadic movement of the

human eye is that the central part of the retina, known as the fovea, plays a critical role

in resolving objects. By moving the eye so that small parts of a scene can be sensed

with greater resolution, resources can be used more efficiently.

The optics of the eye consists of a compound lens system with components which pos-

sess different refraction and illustration quality. Light falls on the transparent cornea,

through the anterior chamber filled with water and the iris behind it, passes the lens,

which is variable in its curvature, afterwards travels through the ciliary body filled with

a clear gel and finally reaches the retina, which covers the rear surface of the eye in-

side. At its center is the fovea, a pit that is most sensitive to light and is responsible for

our sharp central vision, not far away from the optic disc (blind spot), where the nerve

fibers step out of the eye [EB].

The so-called field of view (FOV) is the angular extent of the observable world that

is seen at any given moment with stationary eyes and motionless head. It is almost

elliptical for binocular vision with 180◦ horizontal size [Sch57]. In our visual field we

can see only a relatively small area sharply. This part falls onto the fovea and is about

1–2 visual angles [O’S91]. A visual angle is the solid angle of an object on the half-

spherical fovea. The angular resolution of the eye decreases with increasing distance

from the fovea to the periphery (Figure 2.1). If an object is at the edge of our visual

field, then we will hardly notice it, as long as it is stationary. As soon as it moves, we will

not be able to recognize it immediately in detail, but we will discover that something

moves. This points out that discovering movements can take place also independently

of noticing the form and recognizing objects [Gus00].

5



Chapter 2 Seeing and Hearing

Figure 2.1: Acuity function of the eye; resolution decreases with increasing distance
from the fovea to the periphery [Wik]

2.2 Hearing

The hearing is the sense responsible for perceiving sound [EB]. It has evolved in the

course of time to a very sensitive and complex organ. Before we discuss the human

auditory system, we first approach the topic of sound to form a basis for the terms

used later on.

2.2.1 Sound

Sound is an oscillation of pressure transmitted as longitudinal traveling wave through

gases, plasma and liquids or as transverse wave through solids, composed of frequen-

cies within the range of hearing and a level sufficiently strong to be heard. These longi-

tudinal waves are alternating pressure deviations from the equilibrium pressure caus-

ing local regions of compression and rarefaction1, while transverse waves are waves of

alternating shear stress at right angle to the direction of propagation [Ols67].

1Rarefaction is the reduction of a medium’s density, or the opposite of compression [Wik]

6



Chapter 2 Seeing and Hearing

Sound waves are characterized by the properties of waves which are frequency, wave-

length, period, amplitude, direction, intensity and speed. They can depend on the

physical properties of the medium as well as on the type of sound waves. The funda-

mental perceived frequency of a sound is called the pitch. Whenever the pitch changes,

so does the distance between the sound wave maxima, resulting in a change of fre-

quency (e.g. Doppler effect). When the loudness of the sound wave changes, the

amount of compression in the air the wave is traveling through also changes, which can

be defined as amplitude.

A sound wave generates a tone, its frequency determines the tone’s pitch [Ols67].

Sound is produced by superimposing different sound waves. Each pitch must be a

multiple of the root tone. Otherwise the overlay of non periodic waves is called noise.

The human hearing detects such noise and tries to analyze the parts in order to extract

single tones.

2.2.2 Organs

Figure 2.2: Schematic picture of the human ear, showing the three parts outer-, middle-
and inner ear [Wik]

The ear is the sense organ that recognizes sound. The hearing range describes the

range of sound frequencies that can be heard and lies between 16Hz and 20000Hz.

The upper boundary is dependent on the age and tends to lower about 1000 Hz every

ten years. The ear is formed by three parts, the outer-, middle- and inner ear.

7



Chapter 2 Seeing and Hearing

The outer ear

The outer ear collects the sound, it includes the earlap (pinna) which is the only outside

visible part, the ear canal and the most superficial layer of the ear drum which sepa-

rates the outer ear from the middle ear. The hollows and elevations of the pinna form

a resonating body that amplifies sound coming from certain directions. The resulting

pattern of minima and maxima of frequencies is used to determine the direction of the

sound source [Gus00]. Through the outer ear sound is relayed to the next part.

The middle ear

The middle ear, an air filled cavity, is confined by the ear drum (tympanic membrane)

and includes the three ear bones (ossicles): the malleus (or hammer), incus (or anvil)

and stapes (or stirrup). The opening of the Eustachian tube, which is responsible for

pressure equalization between the middle ear and the atmosphere, is also located

there. The malleus is directly connected to the ear drum, the incus is the bridge

between the malleus and stapes. Sound pressure arriving at the middle ear causes

movement of the tympanic membrane, which causes movement of the malleus, which

causes movement of the incus, which causes movement of the stapes. The force at the

ear drum forms a lever with the hammer, as well as the anvil forms a lever with the

stapes plate. The lever length of the stapes is shorter and therefore leads to an ampli-

fication of force by a factor of 1.3 [EB]. This together with the amplification caused by

the surface area difference of the tympanic membrane (approx. 55mm2) and the stapes

footplate (approx. 3.2mm2), results in a 22-times gain and leads to another important

task of the middle ear, the protection of the inner ear from too intense sound waves

and the adaption of the working sound level and the environmental sound level. This

is accomplished by muscles at the tympanic membrane and the stapes that alter the

sensitivity of our hearing through contraction. Since the reaction time bears a certain

delay of 100ms, the inner ear can suffer severe damage through sudden changes in

loudness (acoustic shock).

The inner ear

The inner ear includes both the organ of hearing (cochlea) and a sense organ that is

attuned to the effects of gravity and motion (labyrinth or vestibular apparatus), the lat-

ter has nothing to do with perceiving sound. The inner ear is encased in the hardest

bone and the hardest material after teeth of the body. The cochlea has three fluid filled

spaces: the tympanic canal, the vestibular canal and the middle canal. The inner ear

8



Chapter 2 Seeing and Hearing

is responsible for transforming mechanical impulses to nerve signals. When sound

reaches the ear drum, the movement is transferred to the footplate of the stapes, which

presses in the fluid filled ducts of the cochlea. The fluid inside is moved flowing against

tiny little hair cells called receptor cells from the oval window until they reach the end

of the cochlea (helicotrema). For very low frequencies (below 20Hz), the waves prop-

agate along the complete route of the narrowing cochlea, higher frequencies do not

propagate as far to the helicotrema. Every frequency relates to a certain area of the

cochlea, which fires the most at this frequency. The hair cells release nerve impulses

that are transmitted by the acoustic nerve to the brain. This corresponds to a trans-

formation of mechanical to electrical signals. The brain knows the components of the

noise, the tones, as each neuron is activated only by certain frequencies.

Figure 2.3: Propagation of sound waves and their frequencies along the narrowing basi-
lar membrane; cochlea is assumed to be stretched out for depiction [Wik]

9



Chapter 2 Seeing and Hearing

2.3 Binaural Hearing and Sound Localization

As the word binaural indicates, both ears are involved in the perception of a sound event

and this principle enables humans to determine the direction of origin of sound.

Let us recall: A wavefront reaches the outer ear, works its way through the ear canal,

reaches the ear drum and after passing the inner ear the signal is processed by a

complex apparatus in the human brain. As an abstraction one could think of two mi-

crophones attached to a computer, placed away at a certain distance from each other.

The brain is responsible for interpreting different temporal and frequency-dependent

cues to reassemble a three-dimensional image of the complete sound field. The two

most important cues are

[Wik]

• Interaural time difference (ITD)

The ITD corresponds to the temporal difference in arrival time of sound between

our two ears and is most important for spatial perception of sound.

• Interaural level difference (ILD)

The ILD is the difference of the sound pressure level arriving at the two ears.

Apart from the ILD and ITD for localization, there are some other cues used for per-

ceiving distance and movement of sound events as well as implications of the environ-

ment

• Doppler Frequency Shift

The change in frequency of sound waves while the source and the observer ap-

proach each other or move away from each other.

• Distance Attenuation

Describes the reduction in sound volume based on the distance to the listener.

• Monaural Spectral Cues

These cues are the result of the direction-dependent filtering of incoming sound

waves accomplished by the pinna.

• Reverberation

Reverberation is the persistence of sound in a particular space after the original

sound is removed.

10



Chapter 2 Seeing and Hearing

2.4 Audio-Visual Perception

With the proper physiological background set, this chapter is about the cooperation

and interaction between the different perception systems, particularly the mutual influ-

ence of seeing and hearing. These two systems cooperate in everyday life in the sense

that they can support themselves mutually and draw together more usable information

from the situation than one system alone. A typical example is: If we walk on a close

road and a car approaches from the rear, then our hearing notices this first; it alarms

the entire body, and if sufficient time up to the threatening collision remains, we turn,

in order to take the car into inspection and prepare further actions. If there is not suffi-

cient time left for further visual inspection, then we jump immediately to the side. We

can call this a co-operation of the sense systems to survival protection in a way that the

auditive system functions as “early warning system” over the presence of a potential

threat, it supplies information about the distance of the threatening object and the re-

maining time for possible preventive measures. If distance and time are large enough,

then a transfer of the auditory to the visual subsystem takes place for controlling the

motor function. The visual system can then explore the kind of the object, its position,

direction of motion and speed more exactly.

The above mentioned example highlights a substantial functional difference between

seeing and hearing: the differences in spatial and temporal selectivity [Gus00].

Spatial Selectivity

The visual system has a central field of view (fovea), where acuity and color distinction

are very good. With increasing distance from this center to the periphery both become

worse, but movements can be recognized more easily. The visual field is however alto-

gether limited to approximately half of the environment which lies in front of our nose,

and with good visibilities we can see several kilometers far. In addition we steer the

eyes arbitrarily around so that they can examine fields of the surrounding area more

exactly. There is no comparable organization in any other sensory system. When hear-

ing we perceive spacious information from the environment which surrounds our body,

when smelling something similar happens at shorter distance, pressure and tempera-

ture are felt at close range to the whole body surface (with regional different resolving

power). We can achieve a higher spatial selectivity only by moving closer to a sound
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source, but we cannot achieve the close spatial selectivity which is present on larger

distance in the visual system in any of the other systems.

Temporal Selectivity

Regarding temporal selectivity, there are differences as well: We can close our eyes,

which temporarily locks the visual information channel, however we cannot seal the

ears, the nose and our skin. Hearing, smelling and feeling take place all the time -

also whilst sleeping. The temporarily complete suppression of information other than

visual is not possible. The visual system can on the one hand catch fine details from

the enormous information offer, on the other hand it misses all the available informa-

tion which lies outside the field of view. A condition for the survival of an organism

equipped with so different systems is the close coalition and mutual control between

the subsystems.

Implications

In our everyday life we usually have multimodal information about the place of an object

or an event: If telephones ring, cars drive, humans speak, dogs bark, then the visible

place of the sound agrees with the audible, and we are informed both by the visual

and the auditive system about the place. The senses cooperate here usually in the

way that they notice corresponding information. While objects are usually visible and

touchable, we can see and hear, sometimes also smell or feel events. If we want to

identify objects, our auditive system can only contribute if the object is part of an actual

event, e.g. a human speaks, a telephone rings, an engine runs, a pencil falls on the

ground etc. We can often identify events correctly if information from only one modality

is available (e.g. when telephoning), however we feel even safer if we get suitable

information from a further modality [Gus00].

Contrary to our everyday life observation that intermodal noticing and identifying of

events represent the rule and unimodal noticing and identifying the exception, inter-

modal investigations and studies are very rare - and unimodal very common. A reason

for this might be the specialization of nearly all researchers in the cognition and percep-

tion domain since it is difficult enough to grasp. Another reason might be the variety of
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the examinable intermodal combinations and their range of unimodal variation in each

case.

As [EB04] state, the key to robust perception is the combination and integration of multi-

ple sources of sensory information and they suggest that humans combine the available

information following two strategies:

Sensory combination

This strategy tries to maximize information delivered from the different sensory modali-

ties. The incoming information streams of the environment are processed by the human

brain to reconstruct and update a mental image of the scene. Sometimes the human

brain is confronted with ambiguous situations: for example, we sit in a train looking out

of the window at a neighboring train. If the other train starts moving, we are presented

with an ambiguous situation: is it our or the other train that is moving? This leads the

brain to a – right or wrong – answer, if the brain is wrong the illusory self-motion is

noticed either when looking out of an opposite window or when a different sensory

modality such as the vestibular system disambiguates the situation. That means, it

collects more and more information about the perceptual event to finally resolve the

ambiguity. If a single modality is not enough, information from several modalities are

combined [SM93]. These collected signals are not redundant, they may be in different

units, coordinate systems or about complementary aspects of the same environmental

property. The brain at any given moment picks a single solution from all the possibilities

rather than delaying an uncertain decision.

Sensory integration

This strategy describes interactions between redundant signals. If there is more than

one sensory estimate available for perceiving some environmental property, the in-

formation has to be integrated so that a coherent multisensory percept is formed. To

come up with the most reliable (meaning unbiased) estimate, the variance of the final

estimate should be as low as possible. If the system made 10 estimates of the same

environmental property, all 10 would be slightly different due to the fact that every sen-

sory signal is noisy. The estimate with the lowest variance is the Maximum Likelihood

Estimate [SM93] and according to this, the integrated estimate ŝ is the weighted sum

of the individual estimates with weights ωi proportional to their inverse variances σ2
i (i

referring to the different sensory signals):

13



Chapter 2 Seeing and Hearing

ŝ = ∑
i

ωiŝi ∑
i

ωi = 1

ω j =
1/σ2

j

∑1..., j,...N 1/σ2
i

The estimate’s weight should take the quality of information into account. The sensor’s

quality can vary according to its reliability (depending on the noise level). Reliability r

is defined as the inverse variance of the estimates:

ri = 1/σ
2

i

Then the reliability of the integrated estimate is simply the sum of the individual esti-

mates

r = ∑
i

ri

where the reliability of the integrated estimates is increased and yields the most reliable

unbiased estimate possible.

The integration can be exemplified by the ventriloquism effect [AB04]: For centuries

people are fascinated by so-called “belly talkers” (ventriloquists), who are able to

bring out words without moving their mouth. By pulling together the palate, withdraw-

ing the tongue and narrowing the laryngeal entrance they decrease the resonance in

the throat area. This produces the imagination that the voice comes from the belly.

They “throw” their voice to appear somewhere else. But this is still no genuine illusion,

because the main energy of their voice really develops below the throat area. If the

ventriloquist additionally moves a doll with the hands suggesting a dialogue between

him and the doll, then the second voice does not seem to come from his belly but from

the doll. We locate this acoustic source at the nearest place towards which our atten-

tion is directed. This place does not have to be under any circumstances plausible for

sound formation. Reliability for the puppet ri is high for i = visual, leading to the most

reliable result.

The brain’s attempt to minimize uncertainties, is one of the key factors for the positive

impact of spatialized sound in our main experiment (see Chapter 6).
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Chapter 3

Rendering Virtual Environments

VEs offer many advantages over real-world setups due to their controllability, config-

urability, flexibility, repeatability, and the ability to imitate, or implement situations and

locations which are either dangerous, costly or difficult to reproduce in reality. As the

creation of convincing VEs is used by us to explore audio-visual perception, this chap-

ter is about rendering VEs. First we will briefly describe graphical rendering, followed

by stereo sound rendering, and finally binaural synthesis.

3.1 3D-Graphics

Rendering of 3D graphics is the process of generating an image from a model by

means of computer programs. The model is a description of three-dimensional ob-

jects in a strictly defined language or data structure. Rendering contains geometry,

viewpoint, texture, lighting, and shading information. In a real-time application such as

games or simulators, rendering of interactive media is calculated and done in real-time

at frame rates of approximately 20 to 120 frames per second (FPS). At 20 FPS the mind

sees movement as motion rather than flashing images. At 60 FPS the system reevalu-

ates and updates the necessary outputs 60 times per second under all circumstances,

we perceive smooth animations without any ghosting artifacts. Rates of 120 FPS are

necessary if one wants to produce two different images used for stereoscopic real-time

rendering, one for the left and one for the right eye, each one with a single rate of 60

FPS. Keep in mind that the designed frame rates of real-time systems vary depending

on the equipment. Even when 75 FPS are computed for a monitor running 60 Hz re-

fresh, no more than 60 FPS can actually be displayed on screen.
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The goal is primarily speed in terms of smooth animations and not photo-realism. In

fact, optimizations are made in the way the eye “perceives” the world, and as a result

the final image presented is not necessarily that of the real-world, but one close enough

for the human eye to tolerate. Real-time rendering is often polygonal and aided by the

computer’s graphics processing unit (GPU), which is a specialized parallel processing

unit, very efficient for manipulating computer graphics and calculating floating point

operations. The rendering is done by a rendering engine, which makes use of the

hardware acceleration on today’s graphic cards via an Application Programming Inter-

face (API). We trust that readers will appreciate that this subject cannot be covered in

great detail here, and refer to [AMHH08, Real-Time Rendering 3rd edition].

Direct3D, OpenGL (API)

A 3D API provides a software abstraction of the GPU or video card, hence it contains

many commands for 3D rendering and exposes the advanced graphics capabilities of

3D graphics hardware, including z-buffering, anti-aliasing, alpha blending, mipmap-

ping, atmospheric effects, perspective-correct texture mapping and the possibility to

execute shader programs on the GPU.

Rendering Engine (Middleware)

A rendering engine can be seen as a package that provides convenient functions for

complex and frequently used processes such as loading textures, geometry, or scene

data, with the main purpose to ease programming, and to avoid having to reinvent the

wheel for each new application. Some of the noteworthy engines are OGRE, Shark 3D,

Unreal Engine, OpenSceneGraph, CryEngine and id Tech.

Middleware

API(Direct3D, OpenGL)

Device Driver

Graphics Hardware

Applications

Figure 3.1: Abstract Layer model for real-time computer graphics
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3.2 Audio Rendering

Audio rendering means to place a signal, e.g. the prerecorded soundfile, at a defined

position in the VR scene, and use the various cues (ILD, Doppler Effect, Distance Atten-

uation, see Chapter 2.3) to create the impression that the virtual sound truly emanates

from its position in the virtual scene. As our work is about the impact of spatialized au-

dio rendering compared to stereo, this chapter deals with the process of stereo sound

rendering, and binaural synthesis or spatial audio rendering.

3.2.1 Stereo Sound

Stereophonic sound, commonly called stereo, is the reproduction of sound using two

(or more) independent audio channels through a symmetrical configuration of loud-

speakers in such a way as to create the impression of sound heard from various di-

rections, as in natural hearing. The reproduction uses a psycho-acoustic phenomenon,

namely that humans can discriminate the direction of a sound source in terms of left-

/right due to the interaural level difference between the two channels (see Chapter 3.2.2

for details). This is done by calculating the angle between the normalized position of

the sound source and the orientation of the listener’s head. The value determines the

amount of sound heard by the left and the right ear. A schematic depiction can be

seen in Figure 3.2. The two values for the left ear l and the right ear r are computed as

follows:

l = ((|~a| · |~c|)∗ (−0.5)+0.5)

r = 1.0− l

ϕ l r ϕ l r

0
◦

1.00 0.00 180
◦

0.00 1.00

45
◦

0.85 0.15 225
◦

0.15 0.85

90
◦

0.50 0.50 270
◦

0.50 0.50

135
◦

0.15 0.85 315
◦

0.85 0.15

Table 3.1: Stereo sound levels for l(eft) and r(ight) ear; ϕ in clockwise direction
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φ
0°

l r

Figure 3.2: Stereo sound level determination; a is polar axis, ϕ is measured in clockwise
direction

3.2.2 Binaural Synthesis to Spatialize Sound

The simplest way to produce 3D sound is to position loudspeakers at many different

locations in space. However, this multi-channel approach is both cumbersome and

expensive. Fortunately, because we have only two ears (binaural), it is possible to gen-

erate full 3D sound using only two channels. This can be achieved by using certain

binaural transfer functions. Generally speaking, a transfer function is a mathematical

representation, in terms of spatial or temporal frequency, of the relation between the

input and output of a (linear time-invariant) system. The transfer function characterizes

the direction dependent filtering of sound waves by our two ears.

Furthermore head, torso, hair and cloths have an influence on the binaural transfer func-

tion, as they diffract, reflect and shadow certain frequencies [Len08]. The shadowing of

the head has an influence at high frequencies, whereas diffraction influences the sound

field in the low frequency range. These characteristics are direction-dependent and

enable us to perceive the origin of a sound event. As the last step of the transmission

to the ear drums, the ear canal brings a rise of the transfer function at approximately

3 kHz. The directional and non-directional components of the transfer function and the

affected frequency ranges are depicted in Figure 3.3, ordered by importance from top

to bottom [Gie92].
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Figure 3.3: Gierlich’s description of directional and non-directional components of
HRTFs; the range of frequencies most likely affected by each stage is indicated

From HRIR to HRTF

When a representation in time domain is used, the transfer function is called Head-

Related Impulse Response Function (HRIR). A sound source recorded by two micro-

phones placed in the ear canals is represented in the HRIR and carries information

about the interaural time difference (ITD). The equivalent function in frequency do-

main is called Head-Related Transfer Function (HRTF) and is obtained by applying the

Fourier Transform to the HRIR, revealing the interaural level difference (ILD) [Len08].

Both functions are depicted in Figure 3.4.

Later the HRTF, which is the key to 3D-sound reproduction for imitating real-world hear-

ing conditions, is used during audio rendering a process called binaural synthesis.

The simplified pipeline, as shown in Figure 3.5, takes a mono audio signal as input

in frequency domain, multiplies it with the values of the transfer function for each ear,

performs an optional crosstalk cancellation and outputs the sound. The listener ex-

periences the synthesized sound as a virtual sound source emitting from the desired

location in space. We do not intend to use a multi speaker setup, because of its dis-

advantages compared to headphones, as discussed later in this chapter, are too grave

(Table 3.2).
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(a) HRIR in time domain (b) HRTF in frequency domain

Figure 3.4: Recorded sound event at the (near) left ear (blue line) and at the (far) right
ear (red line) for a single sound source at a specific position [Len08]

Figure 3.5: Simplified binaural synthesis pipeline; crosstalk cancellation is optional as
it is only necessary for loudspeaker setups

Obtaining HRTFs

The HRTF serves as a kind of unique spectral fingerprint [Beg00], which characterizes

the filtering of our ears. As would be expected for an anatomical property like the

HRTF, every person has differences in the shape of the head, ear and physical char-

acteristics. Therefore measurements have to be done either for each one individually

(personalized HRTF) or with a dummy head (non-personalized HRTF), by playing an

analytic signal at a desired position at a certain distance in an anechoic chamber and

recordind the response function with two small probe microphones placed at the en-

trance of the ear canals, since all direction-dependent filtering is applied to the signal

at this point (see Figure 3.3). The usage of an anechoic chamber for optimal measure-

ment is costly, but strongly advised to minimize unwanted environmental reverberation

in the HRTF. Reverberation serves as a sound cue but, as it is different for every kind of

room (and almost non existent outdoors), it is not the intention to record this character-

istic. Reverberation is typically applied during rendering as one of the last steps.
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Measuring Personalized HRTFs

For measurement, the positions and orientations of the sound source are defined in a

coordinate system relative to the listener. This is closely related to a horizontal coor-

dinate system, which is called celestial coordinate system in astronomy, and uses the

observer’s local horizon as the fundamental plane to express point coordinates through

two angles. One is the azimuth angle in a horizontal plane and the other is the elevation

angle in a median plane as displayed in Figure 3.6. The HRTF depends on those two

variables, but is additionally constrained by frequency and distance between source

and listener. To compensate the latter, a distance greater than one meter is used and

at every required position the measurement has to be repeated with specific angle in-

crements typically between 15◦ to 30◦ according to the desired precision [Len08]. This

is accomplished by moving the analytic sound source or the measured head in the cor-

responding direction or by using a multi-speaker setup. Either way the measurement

is a rather expensive process both in terms of money and time, and researchers are

still exploring new equipment and techniques to minimize measurement errors and

variability [Beg00].

Figure 3.6: Azimuthal coordinate system relative to the listener; positions of sound
sources are described by two angles [Len08]

Other Ways to obtain an HRTF

In many cases measuring an individual HRTF for various subjects will be impracti-

cable. Even with the proper hardware available, the procedure takes very long de-

pending on the desired precision and is susceptible to errors, resulting from minor
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head movements during that time, or to calibration mistakes. However, the use of

non-personalized HRTFs is strongly discouraged due to the poor localization accuracy,

although for many applications a generalized HRTF is preferred. One possibility to

achieve a higher accuracy is averaging of HRTFs by examining spectral features in

frequency domain [ST74], or to statistically evaluate them with principal components

analysis (PCA) to isolate spectral features that change as a function of movement and

those that remain more constant.

But averaging does not have to rely on spectral features alone. HRTFs could also be av-

eraged by analyzing physical features. Such features, called anthropometric features,

are for example the location of the entrance of the ear canal, the pinna, or the size of

the cavum cochlea of different people. To increase accuracy of a personalized HRTF,

[ZHDD03] propose a test and strategy based on matching such anthropometric ear pa-

rameters with an HRTF database where each measured HRTF is categorized according

to physiological features. Their results show that localization and subjective perception

of the virtual auditory scene was improved. Similar to them [HLJ+06] present a method

to customize an HRTF by applying multiple linear regression analysis on the function

together with correlation analysis of anthropometric parameters, which leads to better

localization accuracy of personalized HRTFs compared to non-personalized HRTFs. A

very recent approach to obtain a personalized HRTF is stated by [MTNK08]. Instead of

recording the impulse response function for each subject, they measure the head and

ear morphology by magnetic resonance imaging (MRI) and then use the 3D data in

a computer sound wave propagation simulation by the Finite Difference Time Domain

method [XL03].

To use an MRI is almost as costly as the unechotic chamber. [DPT+08] proposed a sys-

tem to reconstruct head models from photographs. Starting with five photos and some

key-points indicated by the user, their system extracts information from the images

and deforms a 3D dummy head to represent user head features. They compared their

method with laser scanned 3D head models and performed a virtual sound scattering.

Results indicate that their approach is robust, fast and reliable enough for personalized

3D-audio processing and HRTF generation.

A different way to find a good fitting HRTF for a subject is described by [MBT+07], who

take a set of exemplary HRTFs and let participants perform a “point and click” pretest

in order to find the most suitable one for each candidate. The subset should be chosen

wisely. If it is too large, the process will be too long and exhausting, if it is too sparse, no
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speaker setup headphones

+ Applicable for many listeners + Predictability
+ Cheap for crowds + Less overspeaking from surrounding
+ Can combine surrounding acoustics + Can use personalized HRTF

+ No crosstalk
- Complex crosstalk cancellation + Controlled playback situation
- Need to use universal HRTF
- Sound experience position dependent - Typically single user setup
- Unwanted reverberation artifacts - Expensive and complex for crowds
- Must be adapted to room properties - Need to wear headphones

- (acoustical) isolation

Table 3.2: Pros and cons of multi speaker setup compared to headphones [Beg00]

fitting HRTF will be found. This demands for easily searchable databases where differ-

ent feature requests lead to satisfying results, but the few sparsely available collections

on the Internet contain few HRTFs, are not regularly updated and not searchable.

Remaining Parts of Binaural Synthesis

As the HRTF is the key for realistic spatial sound synthesis, the rest of the pipeline such

as computing distance attenuation, applying Doppler effects etc. is straight forward

and we will not go into detail about it here. Considering the actual output of the signal,

headphones provide an ideal single user setup due to their predictability of sound. For

the advantages and disadvantages of binaural synthesis via headphones compared to

multi-channel loudspeaker playback (i.e. surround sound) see Table 3.2.

We mentioned above that HRTF generation is still an important field of research as suc-

cessfully synthesizing and imitating real hearing depends on its quality, and the solution

to the individual difference problem of each person’s physical properties. Perhaps one

day we shall all routinely visit the HRTF-metrist who will fit us with individual transfer

functions which can then be used in all our every day task facilitation and entertainment

devices.
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The Role of Audio in Virtual

Environments

Until now, we regarded sound as a source of information for our sensory system. We

discussed the various aspects of our auditory perception and the two concepts of

sound rendering. Right now it is time to focus on previous work studying the use of spa-

tialized audio to support the feeling of presence, the implications on task-performance,

and the auditory task facilitation. Finally we address experiments and VE applications

concerned with pedestrian safety and elaborate their connection with our work.

4.1 High-Quality Sound Increases Presence

Presence is the term used to describe the sense of “being in the world” in a com-

puter generated model, and is strongly influenced by the immersion of the VE and

the fidelity of the presented stimuli. [HB95] state that one’s feeling of presence signifi-

cantly increases by adding spatialized sound to a stereoscopic display, but the addition

of spatialized sound did not increase the overall realism of that environment. As they

discussed one explanation could be that their questionnaire used the term of “real-

ism” with some semantic load, which would imply visual-realism to the user’s mind.

Spatialized sound does not change the visual representation, hence the user’s visual

perception of the scene does not change and their feeling of realism for the scene re-

mains the same. However, participants acted more seriously in a VE of high fidelity.

With photo-realistic visual scenes at hand, [RVSP09] describe the influence of auditory
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cues on the visually-induced self-motion illusion in VEs, also known as “circular vec-

tion”. As their study demonstrates, adding HRTF-based spatialized sound rendering

can be used to improve one’s feeling of presence even when the visual representation

is already of high realism. This concurs with [SZ00], who describe the quality of realism

in a VE as a function of both auditory and visual display fidelities inclusive of each other

rather than realism being a function of both modalities mutually exclusive of each other

by evaluating combinations of high-quality (HQ) and low-quality (LQ) visual/auditory

displays.

4.2 High-Quality Sound Increases Task

Performance

To investigate the effect of audio rendering on user performance, [DSP+99] carried

out a study in a recall and recognition task of different objects in a VE. Their results

give evidence that task-performance can depend on the audio quality. Furthermore,

LQ visual displays can be compensated by higher quality audio rendering. This was

again picked up by [LVK02], who performed a similar experiment where no signifi-

cant effect on task-performance was found, instead subjects again reported a higher

degree of presence with the HQ auralization1 VE: they were more concentrated on the

task and enjoyed the VE more than participants assigned in the low-quality auralization

VE and as a conclusion the synergy between task-performance and presence strongly

depends on the task itself.

4.3 Auditory Task Facilitation and HCI

Another domain that shows the advantages of using the auditory modality would be

task facilitation. For example, this is applied in its simplest way by using the audio

channel to give certain feedback (e.g. a peep tone) to aid users in their task. Many dif-

ferent fields such as Human-Computer Interaction (HCI), UI feedback agents for hand-

icapped people, visual displays, key finders, electronic parking aids, electronically

1Auralization is the process of rendering audible, by physical or mathematical modeling, the sound
field of a source in a space, in such a way as to simulate the binaural listening experience at a given
position in the modeled space
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guided walking sticks for the blind [DHJA01] etc. benefit from this principle. To eval-

uate the impact of audio feedback compared to visual feedback on task-performance,

[ZF03] described a VR setup with a system to track user actions in a VE. With this

system they later demonstrated that compared to visual feedback, audio feedback

increases performance in an assembly task [ZFXT06]. To preserve attentional re-

sources for visually monitoring task relevant objects, auditory feedback can be per-

ceived in parallel, allowing people to be aware of background information [Ale04]. For

cars equipped with auditory displays using spatialized sound cues to represent menu

items, [SDTB08] reported a significantly better driving performance compared to stan-

dard visual displays. Auditory displays can also compensate for visual impairments

of computer users, especially when icon sounds are spatialized [BJH07]. Advantages

have also been reported for spatialized audio cues in Augmented Reality applications

[STG+06, SWC+03]. Applications of auditory displays re-synthesizing the external au-

dio scene of a vehicle have been engineered for airplanes [Del00], mostly in order to

improve combat performance through audio cues to detect the direction of threats and

targets [ADS03].

4.4 Bimodal perception

Since the trend in neuro-science is towards a multimodal understanding of perception,

accounting for intermodal interactions of senses (e.g. [SM93, EB04]) and the real world

linkage between sound and visual stimuli, recent hypotheses state that task facilitation

may also result from an audio-visual perceptual integration. A bimodal task facilita-

tion is assumed due to the existence of bimodal cells which process spatio-temporally

correlated stimuli from different modalities in a unified manner [KP85]. A bimodal in-

tegration can resolve unimodal ambiguities at an early stage and enhance localization

and orientation behaviors. Concerning effects of bimodal integration, HQ spatialization

of sound can be critical to convey a sufficient spatial congruence between auditory and

visual stimuli [MWRZ05] (see Chapter 2.4).
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4.5 Pedestrian Safety and Behavior

The area of perceptive processes of pedestrian behavior was the aim of several inter-

disciplinary studies such as psychology [MD01, TD04], accidentology (e.g. [CA05]),

transportation planning (e.g. [Fru71]) and traffic simulation (e.g. [YDW+06, BKSZ01,

WR04]). Much research is conducted in the area of pedestrians’ road-crossing with

regard to age related differences, gap acceptance, crossing duration or waiting time

[LYM84, CCPI98, TVVdKBS05, TLO08, PKC07]. [CCPI98] concluded that children at

the age of 12 selected more safe gaps than younger children, who easily tended to

overestimate their potential and speed.

A study that incorporates the performance of children and adults was carried out by

[TVVdKBS05, PKC07], [TVVdKBS05] designed an application in a VE with a bike ap-

proaching the pedestrian at different velocities and distances. The performance of

groups concerning accuracy and safety did not differ significantly, although younger

children tended to be more cautious and all groups adjusted their crossing time to the

time to contact (TTC) [TLO08] of the bike. [LYM84] made an experiment with children

between the age of 5 and 9 where they set up a “pretend road” in parallel to an actual

road and used the real road’s vehicles for the task (i.e. to cross the “pretend road”

gap before the real road vehicle crosses their way). Although the kids were cautious in

general, they accepted some too short gaps.

As a conclusion, one factor about road-crossing in connection with accident prevention

that can be identified is the pedestrian. To lower the accident rate, [BSM07] picked up

the pretend road technique of [LYM84] to design a training for children to ensure their

pedestrian behavior in a real world setup, as they are one of the most threatened group

in urban traffic due to several risk factors [ST96]. [BSM07] reported better performance

comparing results before and after training. The usage for pedestrian training issues

found great reception [OCW+08, MMP02, BKWJ06] not only for teaching children, but

elderly people too [CLDV09, TKK04, NKW00].

Perceptual studies about TTC and point of collision were conducted by [SO90]. They

examined the TTC estimation of men, women and blind people by showing movies of

approaching vehicles in three different conditions namely, visual stimulus only, audio

stimulus only, and audio-visual stimuli together. Interrupted abruptly by a blue screen,

the participants had to estimate the time to collision. Their results show two fundamen-

tal things. First, people are capable of estimating point of collision and time of collision
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just by hearing as long as point of collision is not too far in the future and second,

sighted people are more cautious in their judgment and tend to underestimate.

The next section tries to give an insight about past and current studies of pedestrian

behavior and is meant to be the bridge to our work.

Previous gap experiments

This section gives an overview about studies that are closely related to our work. Sum-

marizing this field is not an easy task as most of the studies are analyzing gap crossing

behavior of children compared to adults, adults compared to elder people or people

who suffer a certain disease compared to healthy ones. None of them regard sound

as the important part of their work and this aspect therefore not mentioned in detail

or neglected. Nevertheless we picked up interesting findings and used some of the

proposed methods and principles for our application (compare Chapter 5.3.3).

The studies can be categorized in two main parts:

• estimation tasks

• gap crossing tasks

Estimation tasks of time to contact (TTC) are conducted since the 1970s [SD79], when

they showed prerecorded video material of oncoming cars. With the computational

increase of today’s hardware and lower prices, interactive gap crossing tasks become

more and more attractive as they give insights about more behavioral variables of the

pedestrian before and whilst crossing the street. That does not mean that estimation

tasks are inferior. Which one to use depends mainly on the application-requirements

and domain.

[SAB07] can be seen as a classical example of the estimation task category. They car-

ried out a study investigating the effect of long range TTC vs. short range TTC, vehicle

model, observer’s viewpoint and immersive view on TTC estimation. A desktop envi-

ronment was used with an enclosure to limit participants’ field of view on task relevant

regions of the screen (see Figure 4.1) and a head mounted display for the immersive

viewing condition. According to the experimental setup, no audio was used or at least

not mentioned. The results are vital for our study as TTC is necessary to judge whether

it is safe to cross or not. Concerning the vehicle model, no significant difference could

28



Chapter 4 The Role of Audio in Virtual Environments

be observed as well as for the different viewpoint (on the street vs. on the sidewalk).

We picked up on these results to confirm our decision to use only one vehicle model

for our experiment design.

Another representative study of the category estimation task in conjunction with pedes-

trians is [TLO08]. They used prerecorded road environment videos (with vehicle speeds

of 40, 60, 80 km/h and different time gaps of 3s, 5s, 7s) to analyze the effect of age on

road crossing behavior. Three 32" LCD monitors were used to show a frontal and two

lateral images of the scene. For each participant two types of walking speeds (fast and

slow) were recorded in order to determine a safe crossing. The subject had to press

a button on the keyboard indicating if it is safe to cross, the outcome was calculated

afterwards. Auditory representation was not explained. Their results show evidence

that pedestrians walking across the road base their decisions on the distance between

him/her and the position of the vehicle, which might cause the pedestrian to overes-

timate the distance when the vehicle speed is increased. Our interactive application

shares the large display region to generate a high degree of immersion, the binary

user input (start walking), the idea of gaps between the vehicles expressed in seconds,

and a moderate driving speed of 50 km/h.

Concerning the gap crossing tasks, [BKWJ06] explored the effect of VE for training

children safe road crossing and verified the effect in real crossings afterwards. Their

simulation consists of nine successively graded stages of difficulty that provide users

with an opportunity to decide if it is safe to cross a virtual street while their avatar is

standing on the sidewalk. The scene is displayed in third person view. Stages differ

in the number of cars appearing and their driving speed. Keyboard buttons are used

to turn the head from the left to the right and to cross the street. After a success, the

user proceeds to the next stage. In case of an accident there is a braking sound and

the user is reset to the beginning of the same stage. Although our study is not about

training, their model of the VE and task design has influenced our application. The

consecutively driving vehicles with different gap sizes in between, the feedback and

reset mechanism as well as the idea of an avatar is similar to our design. Apart from

that, the effect of their training on real-world crossing conditions show us the efficiency

of VE applications on gap crossing tasks. As in [SAB07, TLO08], there is no hint about

their used auditory representation.

Most of our terminology like safe/unsafe gap, safety margin, safe crossing window is

from [CRO06]. In an immersive virtual environment containing a straight, flat section
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of road, a street light, a tree, sky, roadside grass and vehicles displayed with a Virtual

Research Systems V8 head-mounted display (HMD), participants encountered a line of

11 oncoming vans of different colors in the 1st person perspective. The HMD is equiped

with a 48◦ FOV and Sennheiser HD25 headphones, but they only mention sound as a

feedback technique for an unsafe crossing. Different chassis colors were found to be a

good method to introduce believability to the VE and therefore adapted by us.

Using a 3D sound-rendition system, [CLDV09] examined the effect of age, and the ap-

proaching vehicle’s speed on crossing behavior in an interactive street crossing simu-

lation. Participants were asked to cross between two approaching cars if they judged

crossing possible. Speed (40 to 60 km/h) and time gap between cars (from 1 to 7s)

were varied. Cars were moving from the left to the right in reference to the participant

positioned on the edge of the sidewalk facing the experimental road. Participants’ view

was turned to the left on the simulated road environment and the oncoming vehicles.

The near position of our avatar to the road and the adjusted viewport to the left in the

direction of the consecutively driving vehicles were mainly inspired by their study.

(a) (b) (c)

Figure 4.1: (a) pedestrian experiment screenshot from [BKWJ06], (b) experiment setup
of [SAB07], (c) immersive screen setup by [PKC07]

This is only a subset of important studies our work is based upon. As one can see,

the design of an interactive VE gap crossing experiment can be done in different ways

depending on the focus of the work. Pedestrian behavior and safety are an active

field of research. This thesis presents the first experiment that investigates the influ-

ence of HRTF filtered audio spatialization in a combination of audio-visual stimuli on

task-performance, which involves complex multi-modal perception such as arise for

situations like traffic in a large screen immersive VE.
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From Reality to Virtuality

Before we explain our gap crossing experiment, we would like to describe the required

steps from the application description of the target protocol to the final simulator. This

is supposed to make a deeper view of the work possible and shall furthermore help

readers to understand the various difficulties we ran into, and had to deal with.

5.1 Original Idea

As stated before, our application’s goal, as part of the CROSSMOD project [Xmd]

(see Chapter 1.1), are behavioral studies and psychophysics experiments, based on a

neuro-science literature study, conducted in order to examine a set of crossmodal phe-

nomena that can be potentially exploited to improve quality and efficiency of VEs. Fur-

thermore the idea is to assess the crossmodal knowledge and technologies developed

during the project in the context of selected use cases exemplifying realistic applica-

tions, and to demonstrate the potential of high-fidelity VEs in order to overcome user

interaction limitations such as “precomputed only” walkthroughs for future projects.

The scenario for our application is described by the target document as follows:

Target Document

“The scenario will comprise an outdoor urban scene, consisting of a road, a variety of

oncoming traffic and a number of buildings and (potentially) other pedestrians. The

sounds present will be the ambient sound of the environment, at different levels (i.e.
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Figure 5.1: Car approaching at 40 km/h at 1sec intervals

according to the density of traffic and surrounding human activity), plus the sound of

the oncoming cars. The interface will be the same as a first person shooter game. The

user will approach the edge of the road and look left (or right) at the oncoming car and

then push a button to indicate “cross” or “don’t cross”. The oncoming car will start the

scenario at a predetermined place and approach the point of crossing at a specified

speed. The parameter to be considered is the speed of the car: 40, 50, 60, 70 and 80

km/h, with the user deciding whether it is:

• Safe to cross

• Not safe to cross

If the gap between the car and the observer is safe to cross we refer to it as a safe gap.

A gap not safe to cross is called unsafe gap. Hence crossing the first can result in a safe

(or successful) crossing, crossing the later certainly results in an unsafe crossing (or an

accident).

As Figure 5.1 shows, even at the relatively low speed of 40 km/h, the car reaches the

point of crossing in under 3 seconds. In the first two images, it can be considered safe

to cross, but not in the third. The sound of the car will be spatialized and will correspond

to its speed.“
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5.2 Implementation

The implementation of the pedestrian simulator application was part of my internship

at the Institute of Computer Graphics. Since the 1960s, object-oriented programming

languages are favored for simulator design [DN66]. The language used is C++, which

is a popular object-oriented language with compilers for various platforms. Further-

more C++ code achieves high-performance compared to JAVA code, as it does not

need a Virtual Machine for interpretation at runtime. Visual representation is done by

the Object-Oriented Graphics Rendering Engine (OGRE) [Ogr]. OGRE is a powerful

and flexible open-source scene graph 3D rendering engine. It provides an easy to

use object-oriented interface designed to minimize the effort required to render 3D

scenes, and to be independent of 3D implementation like Direct3D or OpenGL, which

introduces multi-platform usability. OGRE has a material declaration language which

allows material asset outside the code with the support for vertex and fragment pro-

grams written in arbitrary languages like Cg, HLSL or GLSL. As it is only a 3D rendering

engine, keyboard and mouse inputs are handled by the Object-Oriented Input System

(OIS).

Besides keyboard and mouse we use the Nintendo Wii-Remote console controller, as

it provides a simple button layout, fits left-handed as well as right-handed people and

through being wireless can be used whilst standing. The implementation of the con-

troller is handled by the native C++ WiiYourself library ([Wii]).

The Open Dynamics Engine (ODE), an open C/C++ library, is used for simulating the

dynamic interactions between bodies in space. ODE is a fast, flexible and robust en-

gine which is not dependent on any particular graphics package. All objects have an

underlying physics shape which is used for collision detection and movement.

For sound rendering, we use the XModSoundLib by INRIA [INR, Xmd]. It is a sound en-

gine which allows perceptual scalable premixing of multiple sound sources [MBT+07]

and spatialization through HRTF filtering in real-time. With some modifications, the li-

brary is also capable of stereo sound mixing using the same pipeline (see Chapter

3.2.1).

33



Chapter 5 From Reality to Virtuality

5.3 Application Modes and Prearrangements

To mimic a real-life situation, a virtual urban environment containing buildings, skyscrap-

ers, roads, crosswalks, sidewalks, parks, trees and a sky-blue background at bright

daylight was modeled. Several background sounds are placed in the city to emphasize

natural surroundings. Cars are traveling on the road with sound sources attached to

their engine and tires. We render the scene without shadows, which could provide im-

portant depth cues, but for our outside scene, they would be time-of-day dependent.

5.3.1 Simulator Mode

Figure 5.2: In-game simulator screenshot showing street-nodes as white columns

Apart from the target document description, we thought about the simulator and its pur-

pose. First, we created a so-called “Simulator Mode”. It provides a game where the

user has to follow an overhead cursor pointing to certain locations in the VE with a cer-

tain game-time limit. If the street is crossed at a crosswalk, the user gets a better score

and some bonus time, otherwise he will lose some playing time. Invisible waypoints,

so-called street-nodes, are placed on the street to provide a track for the cars as can be

seen in Figure 5.2. The artificial intelligence (AI) knows each successor node, and a

car is passed on from street-node to street-node as it moves. At crossroads the car can

decide which path to follow. The Shared Space traffic engineering concept developed

in the ’90s is used to avoid accidents between the cars. The main idea behind it is the

34



Chapter 5 From Reality to Virtuality

removal of traditional road priority management devices such as curbs, lines, signs or

signals and manage traffic by using simple rules like giving way to the right. Cars at

crossroads check the street-node map in order to determine if there is an incoming car

from the right and stop. For the rare case of four cars waiting at a 4-way crossing, one of

them is randomly given way and the traffic jam vanishes. The cars react to the players’

presence, and an accident is penalized with play time decrement. After the time is up,

the game is over. The achieved score is saved and the application terminates.

Discussions and evaluations showed that this mode is funny to play, but impossible to

utilize statistically. Nevertheless it provides a good basis to work on.

5.3.2 Discrimination Experiment, a pilot

Now that we had the foundation, we decided to re-implement the time to contact (TTC)

discrimination experiment design by [SAB07]. This pilot should prove our application

as an experimental testbed. Compared to [SAB07] we use our simulator instead of

prerecorded, randomly interleaved video material. We want to determine the ability

of people to discriminate and estimate TTC for approaching vehicles under certain

conditions. In this experiment, we examine the effect of sound source clustering. This

gives us the opportunity to create the ventriloquism effect (see Chapter 2.4).

Our hypothesis is that sound quality, especially the quality of spatialization, influences

TTC judgments. In order to study this, we alter the quality between full spatialization us-

ing each sound source as a cluster, and no spatialization by assigning all sound sources

to a single cluster [MBT+07].

Participants

All participants were recruited from the university campus. We tested 10 participants

in total, 5 for each condition. All participants had normal or corrected to normal vision,

reported normal hearing and were naive to the experiment.

35



Chapter 5 From Reality to Virtuality

Method and Apparatus

Our desktop environment consisted of an Intel Core2Duo CPU T9300 @ 2.5 GHz with 2

GB RAM, an NVIDIA GeForce 8600M GT and a 15.4“ screen at a 1920x1200 resolution.

For audio playback we used KOSS Porta Pro headphones.

Procedure

Participants were instructed for the experiment. Each trial consisted of two experiment

runs. Participants were presented with a pair of sequences, one for each run. Each se-

quence showed a vehicle for 2s followed by a 3s black screen. After a trial participants

were asked to determine which vehicle would have reached them first by pressing one

of two buttons on the keyboard. They were not allowed to view a trial twice and were

not provided with any feedback about their decision.

Velocity of vehicles was randomly selected from the 5 defined ones. Our reference TTC

was 4s. Each pair of sequences contained one vehicle with the reference TTC and one

with a TTC altered by a certain threshold. The initial and at the same time maximum

threshold was 2s. Therefore the initial trial would show the first car with 4s TTC at a

random vehicle speed and the second car with a TTC at either 2s or 6s at a random

vehicle speed. The order was chosen randomly so that participants would not learn

whether the first vehicle was the one with the reference TTC or not. For each participant

the threshold procedure was a staircase in which the difference between TTCs in a

trial was decreased (made more difficult) after two consecutive correct trial outcomes,

and increased (made less difficult) after an incorrect trial. The step for increasing and

decreasing TTC was performed in 0.25s increments.

The experiment ended when a subject reached 8 reversals or gave seven correct an-

swers in a row for the lowest TTC difference 0.25s. A reversal consisted of an incorrect

answer after a prior sequence of two consecutive correct answers, or two consecu-

tive correct answers after a sequence of incorrect and single correct answers (correct

answers followed or preceded by an incorrect answers).

TTC and random vehicle speed together resulted in the distance of the observer to

the vehicle to vary. This should discourage the use of final vehicle-image size in a

sequence for TTC discrimination in a trial.
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5.3.3 Gap Experiment Preparations

The simulator mode and the discrimination experiment can be seen as a point of en-

try for the gap experiment, where we put the focus on a more realistic task with an

increased traffic volume, but the scenario, as proposed by the target document (see

Chapter 5.1), raises some problems. The following list represents the most relevant

points we discussed and adapted:

• Start position of the user

Because of the concept of placing the user’s virtual scene representation at a

certain start position, moving towards the street, looking left and right and then

decide whether to cross the street or not, people can move to the street and look

left (or right) quicker or slower. This affects the distance the car has driven so far

as more time has passed and could make it impossible to cross safely because it

has already advanced too much and the time to contact (TTC, see Appendix B.1),

which was long enough at the beginning of the trial, became too short. The task

definition showed that in case of accidents it was not possible to determine if the

TTC was judged incorrectly or if the time added to the crossing duration (CD, see

Appendix B.1) was too long. The possibility to walk towards the street and look

left (or right) adds the time it takes to the CD and therefore differs from trial to trial

and part of the original TTC of the vehicle, provided by the experiment design,

has already elapsed. This is one of the most crucial latent variables which biases

the statistical results in an unresolvable way. Compensation could be using a long

TTC, but this would make the decision whether to cross or not obviously easy

whereas a too short TTC would lead to poor task performance.

Therefore we removed looking left (or right), as it was not applicable by untrained

people without any computer knowledge and the required time varied too much.

Furthermore motivated by [BKWJ06], we fixed the start position on the sidewalk

next to the street as seen in Figure 5.5.

• Start position of the car

The start position is described by the TTC and therefore different for each dis-

tance and speed combination, but it would be very easy for the observer to use

landmarks and certain environmental features to distinguish between a priori safe

and unsafe crossings as shown in Figure 5.1. This together with using only one

approaching car could lead to unwanted but successful crossing strategies where
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it is not necessary to judge the distance correctly but only to press each button

quickly.

• Number of cars

A big concern about the concept was the usage of only one car for each trial. As

stated above it would be very difficult to find an appropriate TTC. A high TTC

would lead to fast button pressing as soon as a trial starts without concerning the

task, as the car would always be far away and crossing the street would be man-

ageable in any case. A low TTC may not leave enough time to judge the situation

as too much time has passed and the attempt would lead to an accident anyway.

For the first issue we thought about some sort of “red traffic light” which would

disable the controls as long as it does not turn green, but the problem of reduc-

ing the task to a simple quick button pressing would remain and would only be

delayed from the time a trial begins to the moment the light turns green. To deal

with this, we decided to alter the concept so that not a single car would approach

in each trial but a chain of many cars driving consecutively down the road with

gaps in between them passing the observer’s position similar to [CRO06]. Now

one must judge the situation regarding the gaps between the cars, i.e. whether

or not it is possible to cross the street without having to hurry, as the cars are

spawned endlessly until a trial is over. To determine whether a gap between two

vehicles is safe to cross or not, perceivers must judge the temporal size of a gap

in relation to the time it takes them to cross. Therefore, both overestimation of gap

size or underestimation of crossing duration can contribute to errors in judging if

the gap is sufficiently large.

• Vehicle velocity

Using different vehicle velocities, as stated by the target document, was found to

be very disturbing during the pilot studies, as candidates were not aware of it.

They could not suit themselves well to the task and the results were very biased.

A vehicle speed of 50 km/h was chosen for the final experiment run, as this cor-

responds to normal driving speed in cities. As we use more than one vehicle, the

gaps in between them, called inter-vehicle distance (IVD, see Figure 6.5), corre-

spond to the proposed TTC. The idea is that pedestrians do not base their deci-

sion on whether to cross or not on the time of arrival from the initial start position

(spawn point) of the vehicles, but primarily on the distance in between two vehi-

cles and compare those inter-vehicle distances with each other [SJR03, OIF+05].

This is applicable in our scenario as the sa f etyratio (see Appendix B.1) is cal-
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culated by the distance between the nearest vehicle to the observer’s position.

Figure 6.5 shows three consecutively driving cars with the intended TTC being

their inter-vehicle distance as the gap in between them.

• Vehicle model

A question was whether to use different vehicle models or not. One advantage

would be to discourage participants from using vehicle’s proportions compared

to landmarks as a hint for judging the situation, another to introduce believability

to the scenario as there are different cars in reality. When testing the applica-

tion with three different car models, participants reported some strange crossing

strategies. Some said that they were frightened by a particular car model and

they would not cross the street with that car approaching them, although all cars

had the same length and width and were driving at the same speed. As a re-

sult only a single model was used for the experiment, a model of a 1992 Nissan

Primera P10 with different textures to vary colors, and sound sources attached for

the engine and driving noise.

• Feedback mechanism

The original concept did not state any feedback mechanism for the user, so it

would be just a decision making task without knowing the outcome. This would

minimize the learning curve as one could not see whether the crossing was safe

or not and this is not needed for the statistics as we know the outcome by com-

puting the sa f etyratio, but tests showed that this misled most of the pilot study

participants as they were not sure if they performed correctly and they were puz-

zled about the whole concept. Using the sound of a honking horn in case of an

accident with a car or a charming little beep tone in case of a successful cross-

ing would help, but to make feedback more significant we thought about actually

moving the observer across the road in a first person view after pushing a button

to start to cross the street. Now the experiment runs would take longer but would

satisfy participants with a clear feedback about their decision.

• 3rd person view

The 1st person perspective for observing the crossing after triggering the walking

procedure was finally replaced by a 3rd person view showing an animated avatar

walking across the road which can be seen in Figure 5.4, as this would make

collisions between the bounding box of the car and the avatar more obvious and

would lower participants’ fear of the car approaching them directly.
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Figure 5.4: In-game screenshot showing the avatar crossing the road

After many cycles between concept evaluation, programming and pilot studies,

we managed to implement the target application and stick to the requirements

as close as possible, adding some improvements and new ideas. The relation

between the final application and the concept can be seen in Figure 5.5, which

compares an in-game experiment screenshot with a concept photography.

(a) (b)

Figure 5.5: (a) In-game screenshot of approaching cars, (b) concept photography
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Chapter 6

Experiment: Gap crossing

This chapter describes the main experiment. We decided to use a task from daily life,

because this realistic scenario is obviously known to all. Furthermore, crossing the

street requires no a priori knowledge about the experiment design or the procedure.

This enables us to fully assess the effect of binaural sound rendering.

6.1 Participants

All participants were recruited from the university campus or by an advertisement.

They were paid a participation fee. Ages ranged from 19 to 31 (mean 24.3). We tested

48 participants in total (24 male, 24 female), 16 for each condition with a 50% fraction

of female participants. All participants had normal or corrected to normal vision, re-

ported normal hearing and good health condition and were naive to the experiment.

6.2 Method and Apparatus

To provide a high degree of immersion, the experiments were carried out with a large

projection screen (240cm by 185cm) setup. The application was run on a laptop com-

puter equipped with an Intel Core 2 Duo T9300 running at 2.5 GHz, 2 GB RAM and an

NVIDIA Geforce 8600M GT GPU, providing sufficient performance to run both audio

and video, with minimum video frame rates of 60 FPS and minimum audio frame rates

of 90 FPS. For visual rendering, we used the open source engine OGRE [Ogr].
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(a) (b)

Figure 6.1: (a) a schematic picture of the experiment setup (measure in cm), (b) a
picture of the actual experiment with a candidate performing the experiment

For spatialized audio, we used a custom sound library for rendering and Sennheiser

HD650 headphones for playback. Spatialization of sound was achieved with binau-

ral rendering [Bla99] using individual Head-Related Transfer Functions (HRTFs) which

were chosen for each participant from a database of example HRTFs. Besides HRTF-

based filtering of sound signals, the sound library performs distance attenuation and

simulates the Doppler effect for sound sources in motion.

For stereo, the same library with the same settings was used, but HRTF rendering was

disabled and directional information was conveyed only by binaural frequency inde-

pendent level differences, following a simple cosine function for the angle between the

listener’s orientation and the sound source’s position. To avoid the necessity for head

tracking, participants had a fixed viewpoint, they were instructed to stand in a fixed po-

sition, to look in a fixed direction and to avoid head motions. The viewpoint was chosen

during pilot studies in such a manner that the participants had the best overview of the

task-relevant screen regions (see Figure 6.1a), while maintaining a high degree of im-

mersion and avoiding occlusion caused by the participant’s shadow and the projector.

Head position, view direction and the coordinates of the screen corners were used to

configure the engine so that camera and listener position of the VE align with the spa-

tial layout of the setup. A 120◦ vertical FOV was chosen for the camera to match reality.

As input device we used the Nintendo Wii-Remote console controller. It has a simple

button layout, which is favorable when conducting the experiment with users without

computer experience. A picture of the final setup can be seen in Figure 6.1b.
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Figure 6.2: Model of a 1992 Nissan Primera with sound sources attached

cue mute stereo spatial

Visual Depth & Motion Cues + + +
Doppler Frequency Shift - + +
Distance Attenuation - + +
Interaural Level Difference - + +
Interaural Time Difference - - +
Monaural Spectral Cues - - +
Reverberation - - -

Table 6.1: Important visual and auditory cues; “+” denotes whether the cue is ren-
dered in the respective condition.

The model of the car is a 1992 Nissan Primera with sound sources to simulate engine-

and driving-noise.

6.3 Conditions

The goal of this study is to evaluate the impact of spatialized audio rendering on task

performance. We compare the results against a unimodal control condition (only video

display) and conventional stereo audio rendering as bimodal control condition. For

comparison, in Table 6.1 we listed the most important cues for distance and motion

perception and whether they are present or absent in the respective conditions.

Note that reverberation does not appear as a cue in the stereo- nor in the spatial con-
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dition. It is not implemented in the engine, as it would mainly be an auditory cue for

scenes inside buildings and not for outdoor scenes where almost no reverberation oc-

curs. Furthermore correct reverberation, which would take scene geometry and ma-

terials into account following a ray casting approach for sound waves’ propagation, is

difficult to implement and does not satisfy any cost/performance ratio between com-

plexity and benefits for our scenario.

Each participant performed the experiment in one of the three conditions, which we

denote as follows:

• Spatial: High-quality spatialized sound rendering with HRTF filtering

• Stereo: Conventional stereo sound rendering with low-quality spatialization

• Mute: Unimodal baseline condition

The idea of varying between conditions, although it would give us the possibility to

perform within-subject analysis, was skipped for the final experiment, as pilot study

participants were not comfortable with changing sound conditions and reported, that

they adapt their perceptional strategy towards a particular condition, and continued

to use this strategy. For instance, when starting with the Mute condition, a participant

adapts his skills to rely on pure visual properties. This can result in the tendency to

ignore audio information provided in the next condition being tested, since attention

remains focused on visual stimuli as trained in the previous block.

6.4 Hypotheses

We expect a task facilitation resulting from the perceptual utilization of auditory cues

provided by high-quality spatialized sound rendering. The following hypotheses shall

be tested to verify this expectation:

• H1: Better performance in Spatial than Mute (comparison to unimodal control

condition)

• H2: Better performance in Spatial than Stereo (comparison to bimodal control

condition)

• H3: Better performance in Stereo than Mute
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Figure 6.3: HRTF selection procedure flowchart

6.5 HRTF Selection

For the Spatial condition, an HRTF is required for the spatialized audio rendering, which

should ideally be created for each participant individually. However, measuring an in-

dividual HRTF is a costly and time consuming process, requiring expensive equipment

and a setup in an anechoic chamber. To avoid this costly method, but not at the expense

of inaccuracies due to non-individualized HRTFs, we used a selection of 6 exemplary

individual HRTFs selected to be representative from the LISTEN HRTF DATABASE [Lis],

and determined the most appropriate for each participant.

To select an appropriate HRTF, [MBT+07] used an application which let candidates

choose an HRTF performing a “point and click” pretest. However, after trying this ap-

proach we were afraid of subjective mistakes caused by distraction and ventriloquism

effects resulting from stimuli on a visual display. Leting candidates decide which HRTF

would match them best by moving themselves or the sound source in the scene was

found to be unsuitable and time consuming as well. They reported that they could

not hear a difference between various HRTFs and we had no possibility to judge their

subjective impression. So we designed a formalized selection procedure which re-

quires no display and would work without confusing the participant. Using six candi-
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date HRTFs, the method was efficient enough not to exceed the participants’ patience

and not to exhaust them. For each HRTF candidate, a sequence of six test scenarios

was presented in a randomized order. Each scenario contained one sound source

which was rendered either on a particular static position (4 scenes) or on a particular

trajectory (2 scenes). While listening to each scenario, the participant had to sketch

the perceived position (or trajectory) relative to his/her head into a transversal plane

for the azimuthal angle and into a sagittal plane for the elevation (see Figure 6.4). Each

test scenario was presented until the participant reported confidence about his/her

perception, assuring that each participant had enough time to decide carefully. The

average time needed for one scenario was about 20s. In the selection we accounted

more for deviations in the azimuthal angle than the elevation, since the main movement

in the traffic simulation is in the transversal plane. The HRTF with the best fit between

actual and perceived angles was chosen. Participants who had at least one clear front-

to-back or left-to-right confusion in any of the HRTF sheets were skipped. This strategy

was necessary to avoid negative effects resulting from spatial misalignments of the au-

ditory scene and the visual scene.

A flowchart explaining the HRTF evaluation is depicted in Figure 6.3. As previously

mentioned, we put our main focus on deviations in the azimuthal angle, therefore there

is no separate elevation evaluation stage in the flowchart. In the rare case that two

equally good HRTFs remain, both are tested again. This time the source is placed at

arbitrary positions and the candidate person draws its position into a separate sheet for

interpretation.
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(a)

(b)

(c)

Figure 6.4: The test sheets used to score the applicability of a particular HRTF: (a)
reference sheet, (b) example sheets for a selected HRTF candidate, (c) a rejected HRTF
candidate
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Figure 6.5: Top view with TTC as the IVD between the cars driving at 50 km/h; crossing
duration (CD) is based on a walking speed of 7 km/h; the field of view (FOV) is marked
by yellow lines; parked cars on the sidewalk serve as occluders

6.6 Procedure

The observer stands on the sidewalk facing towards the double-lane road in a first-

person view. Cars come from the left side at specified intervals and a constant speed

of 50 km/h. The cars are constantly spawned and do not react to the presence of the

pedestrian or any aids such as road signs or crosswalks. If the test participant thinks

it is safe to cross, he/she presses a button to start a non-interactive forward movement.

After the button is pressed, the camera switches to a third-person view to provide good

visual feedback, and the participant can watch an animated avatar crossing the street

(see Figure 6.6). The goal is to cross the road several times without being hit by the on-

coming cars. After each trial, the screen turns black, a status report about the current

progress and a success rate is displayed with a comment complimenting the partici-

pant to reward good performance and increase his/her motivation. Note that in contrast

to previous gap choice experiments [CRO06], we had no motion tracking system and

the movement speed is not under the participant’s control.

Thus a short training phase is required to accustom the participant to virtual walking

conditions. However, using a constant walking speed reduces the amount of latent

variables and we also observe that a change in movement speed during a crossing

implies that the participant has chosen a gap which turns out to be unsafe after all.

We consider this a “negative outcome” of the trial since the participant decides to

walk faster/slower in order to avoid getting hit by a car due to a misjudgment of the

situation.
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(a) (b) (c)

(d) (e) (f)

Figure 6.6: Procedure: (a) first person view of car approaching, (b) starting to cross the
street, (c) camera switches to third person view, (d) avatar is walking across the street,
(e) avatar passes outer bound of car, (f) avatar crossed the road safely

Pilot studies revealed that the effects of the conditions to be evaluated are subtle com-

pared to latent factors introduced by the variety of possible strategies to carry out a

gap-crossing task. Hence, the experiment was modified until participants were not

able to develop their individual strategy. For this we used only two different gap sizes

between cars, both appearing randomly with equal probability. One is assumed to be

primarily safe and the other is assumed to be certainly unsafe. Participants were not

informed about the distribution or the number of different gaps. To provoke the partic-

ipants to decide whether to cross the street in a rather intuitive manner, the difference

between safe gaps and unsafe gaps was made small enough to be indistinguishable on

a conscious level. Pilot testing revealed that a difference of 100ms at a car velocity of 50

km/h was subtle enough to emphasize a pure intuitive strategy. Though participants re-

ported that they had the impression not to be able to discriminate safe and unsafe gaps,

there is a clear evidence that intuition allowed them to judge above chance level (see

Table 6.2). Whether a gap is assessed as safe or unsafe depends on the participant’s
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k (avg # o f chosen sa f e g.) BN,0.5(x ≥ k)
mute 36 0.08

stereo 39 0.01

spatial 42 0.001

Table 6.2: Probabilities to observe a result of k or more correctly chosen gaps com-
puted with the Cumulative Binomial Distribution, assuming that participants operate on
chance level (p = 0.5); k was obtained by averaging the number of correctly identified
safe gaps over all participants in one group

personal cognitive capabilities and reaction time. A participant familiar with computer

games, which demand fast reaction, such as ego shooters, could have a lower safe/un-

safe gap threshold than a person without these skills. Therefore, we used a first block

of trials for each participant to find the threshold when a gap becomes unsafe to cross.

We define a gap as unsafe if the probability to cross this gap without being hit by a car

is below 10%. During this first block called training phase, participants were presented

with a scene where all gaps between cars were equal and they had to cross the street

avoiding an accident. Starting with a gap size of 2000ms, size was lowered by 100ms

for the next trial in case of a success. At a gap size of 1500ms we reduced the decre-

ment to 10ms for better fidelity. If a car had hit them, the gap size remained constant

and the error counter was incremented. The termination condition was that a partic-

ipant consecutively failed 22 times to cross a gap of one size. To avoid side effects

due to frustration resulting from too many failures, two dummy trials with an easy to

cross gap size were run after every eight consecutive failures (without the participant’s

notice) to re-encourage his/her motivation. Statistically speaking, terminating after 22

consecutive failures yields a probability of B22,0.1(X ≤ 0) < 0.1 (Binomial distribution)

that we observe this pattern of failures under the assumption that the actual success

rate is P(success) ≥ 0.1. In other words, we can reject the null-hypothesis P(success)

≥ 0.1 with a significance level of 10%. This training phase was completed in an av-

erage time of 5 minutes. Since participants experienced subsequently more difficult

gap sizes, this block of trials already served to sufficiently familiarize them with virtual

gap crossing and walking conditions. Finally, we decided to not use an individual un-

safe gap size for each participant, but used a general threshold of 1.43s, which was the

prime value participants reached during pilot studies. This allowed a better balance

between the conditions and better comparability.
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Task A Task B Task A◦B.
H1(Spatial > Mute) t = 3.14, p = 0.002 t = 2.06, p = 0.02 t = 3.53, p = 0.0007

H2(Spatial > Stereo) t = 1.81, p = 0.04 t = 2.35, p = 0.01 t = 3.31, p = 0.001

H3(Stereo > Mute) t = 1.13, p = 0.13 t = 0.12, p = 0.45 t = 0.65, p = 0.26

ANOVA F = 4.67, p = 0.01 F = 3.09, p = 0.06 F = 8.61, p = 0.0006

Table 6.3: Significance tests (one-sided t-test d f = 30, one-way ANOVA d f = 2 for
group and d f = 45 for sample size)

The main stage comprised 60 trials. As stated above participants were not informed

that there are only two different gap sizes, where one is impossible to cross without

getting hit by a car (unsafe) and the other is possible to cross (safe). The size of the

unsafe gap was 1.43s. The safe gap was created by adding 100ms to the unsafe gap.

Participants were instructed to intuitively choose a gap they find safe to cross. For each

trial we recorded whether the chosen gap was safe and whether the participant was

able to reach the other side of the street without an accident.

6.7 Results

To examine the gap crossing experiment, two sub-tasks, both reflected by different

variables, were identified.

The first task is accomplished before crossing the street, as a participant has to discrim-

inate safe gaps from unsafe ones (Task A). The performance for this can be measured

according to the number of safe gaps chosen out of all trials (Figure 6.8a).

The second task is, after a safe gap was chosen, to find the best timing to launch the

avatar to cross the street (Task B). For this purpose the performance was measured by

dividing the number of trials where a safe gap was selected and the street was crossed

successfully through the number of correctly selected safe gaps (Figure 6.8b).

The joint performance of both sub-tasks, which we further denote as Task A◦B, is scored

with the number of trials when a safe gap was selected and crossed successfully di-

vided by the total number of trials (Figure 6.8c). Note that a few of the unsafe gaps

were also crossed successfully. We call them “lucky accidents”. The explanation is that

some candidates accidentally managed to cross the low but still crossable unsafe gap
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Figure 6.7: Sometimes participants managed to cross the street although the chosen
gap was intended to be unsafe; this is caused by mere luck rather than condition

(a) (b) (c)

Figure 6.8: (a) fraction of safe gaps chosen, (b) rate when safe gaps were crossed
successfully, (c) success rate among all trials; significance of a certain hypotheses is
denoted by “•” (p < 0.1),“∗” (p < 0.05) or “∗∗” (p < 0.01)

threshold. The reason for this is mere luck, the amount is nearly equal in all conditions

and there is no statistically significant difference towards one of them. Furthermore the

number is far below 10% as intended by the design of the training phase (Figure 6.7),

so we ignored those trials in our statistics.

The normal distribution of the records was checked with Shapiro-Wilk’s test for normal-

ity, the equality of variances of the samples was checked with Levene’s test. Hypothe-

ses in Task A, Task B and Task A◦B were tested with the Bonferroni-Holm method (Table

6.4). A one-way ANOVA was computed to assess the effect of condition in general. For

all three tasks, we observed clearly positive results, supporting the hypotheses H1 and

H2 that spatialized audio rendering increases task performance, whereas no positive

impact of conventional stereo sound rendering (H3) can be observed in any case.
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Task A (♂+ ♀)

p1 = 0.002 < p2 = 0.04 < p3 = 0.13

H1 (Spatial > Mute) p1 < α∗∗
1

H2 (Spatial > Stereo) p2 < α•
2

H3 (Stereo > Mute) p3 > α•
3

Task B (♂+ ♀) local α values

p2 = 0.01 < p1 = 0.024 < p3 = 0.45

H1 p1 < α∗
2

α∗∗
1

= 0.003̄ α∗∗
2

= 0.005 α∗∗
3

= 0.001

H2 p2 < α∗
1

α∗
1

= 0.016̄ α∗
2

= 0.025 α∗
3

= 0.05

H3 p3 > α•
3

α•
1

= 0.03̄ α•
2

= 0.05 α•
3

= 0.1

Task A◦B (♂+ ♀)

p2 = 0.0007 < p1 = 0.001 < p3 = 0.26

H1 p1 < α∗∗
2

H2 p2 < α∗∗
1

H3 p3 > α•
3

Table 6.4: Significance tests (see Appendix B.2) of our hypotheses; three different
shades highlight test results with weak (light shade) , normal (mid shade) or high sig-
nificance (dark shade); note that we used three different significance levels for our
hypotheses denoted by “•” (p < 0.1),“∗” (p < 0.05) or “∗∗” (p < 0.01)

6.8 Discussion

The results support our hypotheses H1 and H2 that for all our three defined tasks (Task

A, Task B, TaskA◦B) auditory information can be perceptually utilized to improve perfor-

mance in a task which is seemingly vision dominated and requires visual estimation of

complex spatio-temporal relations and optimized action timing, whereas no statistically

significant impact of conventional stereo (H3) can be observed. In particular the audi-

tory cues from high-quality HRTF spatialization are an important factor and according to

our results conventional stereo audio is statistically not better compared to no audio.

Our vision normally tends do dominate over our hearing, an example for this can be

found in the ventriloquist effect. Recently the term refers to the phrase vision “captures”

sound, meaning a good or clear visual stimulus dominates over sound in our percep-

tion. For example in television or cinema movies, sound seems to emanate from the

actors’ lips rather than from the loudspeakers. However, if the visual stimulus is blurred
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and therefore not clearly locatable, its influence decreases and the sound captures vi-

sion, e.g. a sound event in a badly lit room. Hence bimodal localization is usually better

than either the visual or auditory representation alone [AB04]. According to this, we

assume that audio-visual spatialization follows the rules of a near-optimal integration of

information from both channels. Lowering one modality, so called blurring, introduces

uncertainty about the particular stimulus. For audio this corresponds to the spatial res-

olution of auditory perception. The visual blur consists of the movement of the vehicles,

the subtle differences between safe and unsafe gaps, the perspective changes in size

of the vehicles, and the relatively large screen which prevents the user from keeping a

long gaze on every task-relevant region of the scene simultaneously. This visual uncer-

tainty cannot be compensated by the auditory cues of stereo sound rendering, leading

to a wrong evaluation of the situation by the user.

Due to the relatively acute-angled trail of consecutively driving vehicles, masking ef-

fects make it almost impossible to hear more distant cars, resulting in a relatively short

time window in which one can hear the close vehicle driving by and the incoming next

vehicle simultaneously. This together with the performance increase in Task A brings us

to the hypothesis, that the user is able to update the internal mental model of the scene

representation more efficiently by monitoring the current car passing by aurally and

putting the visual focus on the next incoming car. The inter-vehicle distance between

the aurally observed car in the peripheral vision and the next incoming, car combined

with motion trajectory expectation (eased by constant vehicle speed) provides enough

information to distinguish between safe and unsafe and furthermore allows efficient

coordination and timing for a safe crossing of the road. Nevertheless, to confirm this

hypothesis, further studies are necessary on the gap crossing experiment with an eye

tracking device monitoring participants’ gaze for regions of interest evaluation.
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Task A| Task A~
p1 = 0.0005 < p2 = 0.03 < p3 = 0.102 p1 = 0.28 < p2 = 0.31 < p3 = 0.47

H1 p1 < α∗∗
1

H1 p1 > α•
1

H2 p2 < α•
2

H2 p2 > α•
2

H3 p3 > α•
3

H3 p3 > α•
3

Task B| Task B~
p2 = 0.066 < p1 = 0.23 < p3 = 0.74 p2 = 0.01 < p1 = 0.04 < p3 = 0.15

H1 p1 > α•
2

H1 p1 < α∗
1

H2 p2 > α•
1

H2 p2 < α•
2

H3 p3 > α•
3

H3 p3 > α•
3

Task A◦B| Task A◦B~
p2 = 0.005 < p1 = 0.006 < p3 = 0.45 p1 = 0.006 < p2 = 0.015 < p3 = 0.17

H1 p1 < α∗
2

H1 p1 < α∗
1

H2 p2 < α∗
1

H2 p2 < α∗
2

H3 p3 > α•
3

H3 p3 > α•
3

Table 6.5: Significance tests (see Appendix B.2) of our hypotheses (grouped by gen-
der); three different shades highlight test results with weak (light shade) , normal (mid
shade) or high significance (dark shade); three different significance levels for our hy-
potheses denoted by “•” (p < 0.1),“∗” (p < 0.05) or “∗∗” (p < 0.01)

6.9 Other Factors

A deeper investigation of the data revealed that there are also other factors which in-

fluence task performance. First we regard the results within the two groups male and

female. For women, the hypotheses H1 and H2 hold for Task B and Task A◦B, whereas

for men the hypotheses H1 and H2 apply for Task A and Task A◦B (Table 6.5). One can

interpret the results in such a way that men are better at identifying a safe gap with

spatialized sound, however they make their decision on whether to cross or not too

late, which leads to a non-significant result in Task B for any condition. As we intended

to have a 50% fraction of female participants for every condition, we balanced gender

related performance differences.

For the comparison of gender-specific achievement under exclusion of the conditions,

it shows up that there is no statistically significant difference for Task A between male

and female participants, but for Task B and Task A◦B in favor of the men (Figure 6.10a).
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(a) (b) (c)

(d) (e) (f)

Figure 6.9: (a,d) ratio of safe gaps chosen (Task A), (b,e) success rate when safe gaps
were crossed (Task B), (c,f) success rate among all trials (Task A◦B); significance of a
certain hypotheses is denoted by “•” (p < 0.1),“∗” (p < 0.05) or “∗∗” (p < 0.01)

This could be connected with the game-experience indicated in the questionnaire (Fig-

ure 6.10b). Therefore men have a clearly higher experience with computer games than

women. This correlation between gender and experience brings us to a more exact

analysis of the correlation between experience and performance. The linear regres-

sion with trend lines, regression coefficients and probabilities are to be seen in Figure

6.10. No connection exists between experience and performance for men, however

there exists a weak coherency for women. The assumption that men with high game

experience obtain a better result is not correct. Either their experience is not decisive

for their achievement, or they tend to overestimate their experience, whereas women

state their computer game skills in a rather modest way. Due to the random assign-

ment, we managed to balance experience over all conditions. At the moment we are

not sure about the reasons for gender-related differences.

Nevertheless, experience and gender could be latent factors one has to take care of

either by a screening of participants or by a prior test to categorize their potential.
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(a) (b)

(c) (d) (e)

Figure 6.10: (a) gender separated task performance, (b) candidates’ experience in
computer games significance is denoted by “∗∗” (p < 0.01) or “∗ ∗ ∗” (p < 0.001),
(c,d,e) male (blue), female (red) and combined (black) correlation between task per-
formance and computer game experience
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Chapter 7

Conclusion and Outlook

7.1 Conclusion

In this thesis, we provided an overview of the human senses responsible for visual and

auditory perception highlighting the bimodal merging of our senses. After explaining

visual rendering and stereo sound synthesis, the process of high-quality spatialized au-

dio rendering starting with proper HTRF acquisition to the output via headphones or

multi speaker setup is described and the existing methods are compared. An appli-

cation simulating an urban environment for the use in a virtual gap crossing scenario

was implemented. It was later used in a study with 48 participants to highlight the

performance increase through binaural sound rendering.

Making the decision to cross the road is a highly complex day-to-day task which re-

quires efficient perceptual and cognitive processes. Therefore we picked up this task

and continuously enhanced the concept to elaborate the sensitivity of our study to the

effects of auditory cues. For this purpose we had to provoke a situation where visual

cues alone do not carry enough information, so that participants have to act on intu-

ition about the situation rather than on confidence. Pilot studies enabled us to eliminate

thought and reasoning in the decision making process to reduce variance due to strong

effects of evolving individual crossing strategies. That way, we were able to study a

scenario where the impact of auditory cues becomes evident. Results showed a signif-

icance far above chance that spatialized audio rendering with HRTF filtering provides

sufficient perceptual information to increase performance, while no significant effect

for conventional stereo rendering could be observed. As we were interested in iden-

tifying spatialized auditory information as a positive factor for accuracy and reliability,
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which has been accomplished, the gap crossing experiment was designed to mimic a

risky but still occurring traffic situation.

Our perception is a multimodal process were various stimuli collected by different

sense organs lead to sometimes redundant but augmented sensations. This percept

facilitates cognition as the process of forming a mental image of the situation in the

brain and helps to come to a good, and reliable decision following the MLE model.

Situations which carry a lot of information, such as traffic scenarios, can have a signif-

icant visual uncertainty, which can be reduced by adding auditory spatial information.

Depending on the application-specific task, audio quality is an important issue in the

design of VE applications which cannot be compensated by high-quality visual stimuli.

This impact on accuracy by auditory information, although known for quite some time,

is often underestimated. [SO90] showed that the TTC judgments of blind people are

almost as accurate as those of sighted ones.

In our study, we maintained a realistic alignment between the virtual scene’s audio

scale and the visual display. The parameters were fed into the application and re-

calibrated for each participant, but maybe a perfect adjustment between them is not

the crucial point for our results regarding task-performance. This would concur with

[EB04], who describe perception as a combination and integration of various sensory

stimuli, collected by our sense organs. These often redundant signals have different

modalities and come in different units. To determine a sound’s position, the brain must

learn and calibrate these cues, using accurate spatial feedback from other sensori-

motor systems [HVOVR99]. The recalibration of the human auditory system based on

multimodal sensory feedback (e.g. exploiting semantic congruency) can compensate

for spatial deviations caused by bad auditory VE configuration (e.g. slightly improper

HRTF). The other way around bimodal task facilitation could also be expected for small

display setups as long as the user can adapt to the auditory scene of a different scale.

Spatialized auditory information together with visual-immersive VEs can emphasize

our bimodal perception. Furthermore VEs help to teach safe situation-handling in a

risky and often unsafe environment. Increasing traffic volume and migration into cities

demands for a technology assisted urban development, and specialized pedestrian

training simulators to protect especially the youngest road users from danger.
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7.2 Outlook

As this thesis tries to synergize computer graphics with applied perception, we tar-

geted an application-oriented human computer interaction issue. Of course there are

things left for future research of the gap crossing scenario in the field of audio-visual

perception in conjunction with VEs:

Eye tracking An eye tracking device could give clear evidence about the various re-

gions of interest on the screen to investigate our assumption about the crossmodal

aural monitoring of the current car passing by while the visual focus resides on

the next car.

Improve visual stimulus Introduce stereoscopic display techniques like e.g. polar-

ized 3D glasses as a new condition for the experiment and measure the perfor-

mance in different combinations of HQ/LQ/AUDIO/VIDEO.

Semantic incongruity Explore the effect of semantical coincidence between visual

and auditory representation of the vehicle by replacing the engine audio with an

analytical tone or a completely different sound and measure performance in the

conditions.

In-/Decrease immersion Typically, a greater field of view results in a greater sense

of immersion and better situational awareness. The usage of a multi-screen setup

facilitates a broader FOV near the optimal 180◦ human field of view.

Contrary to that, the visual scene could be ported to a very small screen while

the sound scene remains unchanged. Performance measures could show a bal-

ancing effect of LQ visual representation by HQ auditory cues.

HRTF generation/selection Most of the established approaches suffer certain dis-

advantages. As the HRTF is the key to realistic spatialized audio rendering via

headphones, new algorithms could provide a solution to the time and money

consuming process of individual HRTF measurement. To minimize the need for

specially designed hardware, a perception-based approach operating on a user-

application-feedback system combining psychological, physiological and com-

putational neuroscience concepts could be employed.
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Acronyms

AI artificial intelligence

ANOVA analysis of variance

API Application Programming Interface

AR Augmented Reality

CD crossing duration

Cg C for graphics

FPS frames per second

GLSL OpenGL Shading Language

GPU graphics processing unit

HCI Human-Computer Interaction

HLSL High Level Shading Language

HMD head-mounted display

HQ high-quality

HRIR Head-Related Impulse Response Function

HRTF Head-Related Transfer Function

ILD interaural level difference

ITD interaural time difference

IVD inter-vehicle distance

LQ low-quality
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MRI magnetic resonance imaging

OGRE Object-Oriented Graphics Rendering Engine

OIS Object-Oriented Input System

PC Personal Computer

PCA principal components analysis

SCW safe crossing window

TTC time to contact

VE Virtual Environment

VR Virtual Reality
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Supplements

B.1 Termini

Time to Contact (TTC)

T TC = distanceToObserver/drivingSpeed

A general case for the car starting at a predefined distance and traveling at a certain

speed is difficult to construct. The distance of the car’s starting position away from the

observer’s position and different driving speed demands the definition of distance in

seconds rather than in meters as it would not make sense to start a car traveling with

40 km/h at the same position as a car traveling with 80 km/h.

This time is referred to as the time to contact (TTC). It describes how long it takes the

car to reach the observer’s position.

Figure B.1: Top view with TTC and CD; crossing duration is based on 7 km/h walking
speed
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Crossing Duration (CD)

CD = distanceToSa f ety/walkingSpeed

The time needed to cross the street is called crossing duration (CD). It describes how

long it takes the observer to reach the safe position where the far outer bound of the

car cannot hit him anymore.

Safety Ratio

sa f etyratio = CD/T TC

The safety ratio is calculated by dividing the time it takes the pedestrian to cross the

street through the time to contact of the incoming car. The result indicates:

accident = sa f etyratio < 1.0

sa f ecrossing = sa f etyratio ≥ 1.0

This means a safe gap becomes unsafe after some time elapsed, in other words the

TTC becomes smaller and so does the safety ratio. Figure B.1 explains the connection

of CD and TTC, the car is driving towards the observer’s position and will arrive in a

certain TTC. The observer can cross the street with a certain CD.

Safe Crossing Window (SCW)

Figure B.2: Top view with CD and SCW; crossing duration is based on 7 km/h walking
speed; safe crossing window starts at green line and ends at red line
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The safe crossing window (SCW) denotes the span from the moment a car is passable

to the point in time where a safe gap becomes unsafe meaning:

sa f etyratio < 1.0

The walking procedure has to be triggered within the SCW, otherwise the pedestrian

will run into the close vehicle next to him or will be overrun by the next incoming car.

B.2 Bonferroni-Holm

As we stated three hypotheses (see Chapter 6.4), using a t-test to test each hypothesis

against each other leads to two problems:

1. Inconsistencies: One wants to compare the expected values µ1,µ2,µ3. Pairwise

testing of µ1 = µ2,µ1 = µ3,µ2 = µ3 does not reject the null-hypotheses but only

the hypothesis µ1 = µ2 = µ3

2. α-error inflation: The problem of multiple comparison discriminates between

local α (single hypothesis) and global α (whole set of hypotheses). In case of in-

dependent tests, local α can be adjusted according to αlocal = 1−(1−αglobal)
(1/k)

We address this problem by using the conservative Bonferroni-Holm method:

1. define αglobal

2. perform pairwise tests to calculate p-values

3. sort p-values ascending

4. calculate each αlocal according to: i = 1, ...k

α1 =
αglobal

k

α2 =
αglobal

k−1

αi =
αglobal

k−i+1

5. compare p-values to calculated, sorted local α (starting with α1) and repeat this

step until pi > αi

6. reject all null-hypotheses where pi < αi

if pi > αi then stop and accept all null-hypotheses that have not been rejected at

previous steps
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