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Abstract

Recent advances in image acquisition technology and its availability in the medical
and bio-medical fields have lead to an unprecedented amount of high-resolution
imaging data. However, the inherent complexity of this data, caused by its
tremendous size, complex structure or multi-modality poses several challenges
for current visualization tools. Recent developments in graphics hardware archi-
tecture have increased the versatility and processing power of today’s GPUs to
the point where GPUs can be considered parallel scientific computing devices.

The work in this thesis builds on the current progress in image acquisition
techniques and graphics hardware architecture to develop novel 3D visualization
methods for the fields of neurosurgery and neuroscience.

The first part of this thesis presents an application and framework for plan-
ning of neurosurgical interventions. Concurrent GPU-based multi-volume ren-
dering is used to visualize multiple radiological imaging modalities, delineating
the patient’s anatomy, neurological function, and metabolic processes. Addition-
ally, novel interaction metaphors are introduced, allowing the surgeon to plan
and simulate the surgial approach to the brain based on the individual patient
anatomy.

The second part of this thesis focuses on GPU-based volume rendering tech-
niques for large and complex EM data, as required in the field of neuroscience.
A new mixed-resolution volume ray-casting approach is presented, which circum-
vents artifacts at block boundaries of different resolutions. NeuroTrace is intro-
duced, an application for interactive segmentation and visualization of neural
processes in EM data. EM data is extremely dense, heavily textured and exhibits
a complex structure of interconnected nerve cells, making it difficult to achieve
high-quality volume renderings. Therefore, this thesis presents a novel on-demand
nonlinear noise removal and edge detection method which allows to enhance im-
portant structures (e.g., myelinated axons) while de-emphasizing less important
regions of the data. In addition to the methods and concepts described above,
this thesis tries to bridge the gap between state-of-the-art visualization research
and the use of those visualization methods in actual medical and bio-medical
applications.
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Kurzfassung

Technische Fortschritte in bildgebenden Verfahren und deren weite Verfiigbarkeit
im medizinischen und bio-medizinischen Bereich haben zu einer noch nie dagewe-
senen Menge an hochaufgelosten Bilddaten gefiithrt. Fiir die meisten Visualisie-
rungs- Werkzeuge stellt jedoch die Komplexitat dieser Daten, hervorgerufen durch
ihre enorme Grofle, Auflosung, komplexe Struktur oder Multi-Modalitat grofie
Herausforderungen dar. Die vorliegende Arbeit baut auf den aktuellen Entwick-
lungen im Bereich der bildgebenden Verfahren und der hohen Performanz und
Flexibilitat heutiger Grafikkarten auf, um neue Methoden zur 3D Visualisierung
in der Neurochirurgie und Neurobiologie zu entwickeln.

Der erste Teil der Arbeit beschreibt eine Anwendung fiir die Planung von neu-
rochirurgischen Eingriffen. Es werden GPU-basierte Multi-Volume-Rendering-
Methoden entwickelt, um die Volumendaten mehrerer unterschiedlicher Bild-Mo-
dalitaten gleichzeitig darstellen zu kénnen. Diese kombinierte Visualisierung er-
laubt die genaue Darstellung der individuellen Anatomie, neurologischen Funk-
tionen und Stoffwechselvorgange der Patienten. Dariiber hinaus werden neue
Interaktions-Metaphern eingefiihrt, die es Chirurgen erméglichen, den operativen
Zugang zum Gehirn patientenindividuell zu planen und zu simulieren.

Der zweite Teil der Arbeit konzentriert sich auf GPU-basierte Volume-Ren-
dering-Techniken fiir die Darstellung groler und komplexer EM Daten, wie sie im
Bereich der Neurowissenschaften vorhanden sind. Ein neuer auf unterschiedliche
Auflésungsstufen beruhender Volume-Ray-Casting- Ansatz ermoglicht die artefak-
tfreie Darstellung von Blocken mit unterschiedlichen Auflésungsstufen. Schlieflich
wird NeuroTrace vorgestellt, ein Programm zur interaktiven Segmentierung und
Visualisierung neuronaler Prozesse in EM-Daten. Um die Qualitidt von abge-
bildeten EM-Daten zu verbessern, wird eine neue bedarfsorientierte und nicht-
lineare Rauschunterdriickung und Kantendetektierungsmethode beschrieben, die
wichtige Strukturen in EM-Daten (z.B. myelinisierte Axone) hervorhebt, wihrend
weniger wichtige Regionen des Volumens ausgeblendet werden. Zuséatzlich zu den
oben beschriebenen Methoden und Konzepten, versucht diese Dissertation eine
Briicke zwischen dem momentanen Stand der Forschung im Bereich der Volu-
menvisualisierung und deren Integration in tatsachliche medizinische und bio-
medizinische Anwendungen zu schlagen.
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Chapter 1

Introduction

Recent advances in image acquisition technology and its availability in the med-
ical and bio-medical fields provide an unprecedented amount of high-resolution
imaging data. Difficulties in handling this data often arise due to its complex-
ity, enormous size, multi-dimensionality and the need of fusing several separate
datasets into a single consistent visualization. Therefore, interactive 3D visu-
alization of these datasets is still an active area of research, facilitated by the
improvements made in current graphics hardware. GPU-based volume rendering
has made great advances thanks to the ever increasing flexibility in graphics card
programmability. With the advent of high-level shading languages such as Cg [53]
or GLSL [72] and, more recently, with the introduction of CUDA [60], GPUs can
now be seen as versatile computing devices.

This thesis focuses on the development of 3D visualization tools for the fields
of neurosurgery and neuroscience, ranging from the macro- and microscopic level
down to the nanoscale level. The first part of the thesis deals with concur-
rent GPU volume rendering of multiple medical datasets for planning of neuro-
surgeries. For use in clinical practice the combination of these different medical
datasets such as CT, MRI, DSA or PET scans into a single visualization needs to
be driven by a user-centered point of view, which closely resembles the surgeon’s
workflow. The second part focuses on GPU volume rendering of large and com-
plex EM data, as required in the field of neuroscience. When dealing with this
huge amount of data in the petascale range it does not suffice to simply adapt
the current algorithms to be able to cope with the data size. Instead, it requires
completely new ways of handling and processing this data, as well as new inter-
action methods.



Introduction

1.1 Contribution

The main contributions of this work are as follows:

o An application for planning of neurosurgical interventions integrated into
the clinical workflow:

— Unified handling of GPU-based multi-volume ray-casting and bricking
with and without segmentation masks (Chapter [4] Section [4.5). For
each sample location, the volume to be sampled is either chosen de-
pending on segmentation information, or multiple volume samples are
blended. We circumvent GPU memory constraints by bricking each
volume (CT, MR, DSA, PET, fMR), and downloading only active
bricks into 3D cache textures (one per modality or unified). Segmen-
tation information is represented as a bricked object ID volume over
all modalities, which likewise employs a 3D cache texture.

— Skull peeling (Chapter [3| Section for selectively removing struc-
tures obscuring the brain (e.g., skin, bone) without segmentation. In
contrast to opacity peeling [68], we consider registered CT and MR
data at the same time for more dependable results. The impact of
clipping is resolved consistently. Areas of the patient’s skin and bone
can be removed selectively by painting 2D clipping areas.

— Smooth rendering of segmented object boundaries, taking into account
the contributions of multiple volumes (Chapter [4] Section [4.5.5]). We
propose an approach that is customized for the needs of our neu-
rosurgery pipeline that achieves better results in this case. During
ray-casting, the precise transition between two adjacent materials is
re-classified depending on user-specified iso-values and searching the
object ID and data volumes along the gradient direction.

 An application for interactive visualization (and segmentation) of large neu-
robiological EM datasets, for the reconstruction of neural connections in the
brain:

— A GPU-based bricked mixed-resolution volume rendering scheme that
is not restricted to downsampling at the original grid positions and
does not require modifying the original sample values. In this approach
we employ single-pass ray-casting to mix different levels of resolution
with continuous (C?) transitions between resolution levels.

— An application for scalable and interactive visualization of neural pro-
cesses in EM datasets. We propose a CUDA-based ray-caster which of-
fers on-demand filtering for de-noising and edge-enhancement of struc-
ture boundaries. A local histogram-based edge metric provides better
visual cues to easily find regions of interest in complex EM datasets



1.2 Organization

compared to traditional transfer functions. This functionality is inte-
grated into NeuroTrace, an application that offers interactive segmen-
tation and visualization of EM data for neuroscience.

1.2 Organization

This thesis is organized into two main parts: The first part (Chapters [2 [3]
and |4]) focuses on an application for neurosurgical planning, including necessary
pre-processing steps, interaction metaphors and visualization methods. Chap-
ter [2 starts with an introduction to medical imaging in neurosurgery as well as
fundamentals of medical visualization and surgical planning applications. Skull
Peeling, an algorithm for the fast visualization of the brain’s surface without any
prior segmentation, is introduced in Chapter 3] Finally, in Chapter [4, an appli-
cation for high-quality multimodal volume rendering for preoperative planning of
neurosurgical interventions is presented.

The second part of this thesis (Chapters 5] [6] and [7)) focuses on volume ren-
dering of large, complex, biological data. Chapter [5| gives an introduction to the
fields of neuroscience and connectomics as well as large data and multi-resolution
rendering. The main technical contributions of this part are a method for smooth
mixed-resolution volume rendering, presented in Chapter [0} and a framework for
interactive segmentation and visualization of neural processes in EM datasets,
presented in Chapter [7] This thesis concludes with a summary of the presented
contributions and draws conclusions in Chapter [§]
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Chapter 2

Introduction

In today’s clinical practice, computer aided diagnosis and surgery planning ap-
plications are becoming increasingly important. These specialized applications,
which rely on high-resolution 3D images (e.g., CT or MRI scans), often require
integrated volume de-noising, filtering, segmentation, and visualization possibil-
ities. However, the combination of all these features into a single application is
quite challenging. Often a compromise has to be found between quality, reliabil-
ity, usability, and the amount of time the user needs.

With the advent of modern GPUs and their high computing power many algo-
rithms can now achieve interactivity. Complex filtering and segmentation algo-
rithms can be run in real-time, permitting the user to stop or modify the ongoing
computation. Volume rendering, even of large or multiple datasets, can be per-
formed entirely on the GPU, at interactive rates. With the newest generation
of graphics hardware and the development of APIs such as CUDA [60, B1] or
OpenCL [26], the flexibility for scientific programming on the GPU has achieved
new heights. Medical and bio-medical applications can build on these new devel-
opments to perform compute-expensive calculations while still achieving interac-
tive performance.

This chapter starts with Section reviewing different medical imaging tech-
niques. Section presents fundamentals of image processing, registration and
segmentation of medical data. Finally, the basics of medical visualization and vi-
sualization systems for neurosurgery are given in Section [2.3] For a more detailed
introduction to medical visualization and image processing the reader is referred
to the textbook Visualization in Medicine by Preim and Bartz [63].
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2.1 Medical Image Data

In recent years, imaging scanners have been able to acquire images of ever in-
creasing quality, resolution and accuracy. Especially in the field of neurosurgery
it is common to use more than one modality for the exact delineation of the
patient’s anatomy and pathology. Each modality has different advantages and
shortcomings. Figure [2.1] shows the most common scanning techniques in the
field of neurosurgery which are described in the following:

(d) () (f)

Figure 2.1: Examples of the most common imaging modalities in the field of neu-
rosurgery. (a) X-Ray image of a human head. (b) Slice of a CT image.
(c) MR image. (d) Volume Rendered DSA dataset. (e) PET super-
imposed on an MR image. (f) fMR superimposed on an MR image.
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2.1.1 X-Rays

X-Rays, the most common form of diagnostic imaging, were first discovered by
Wilhelm Conrad Rontgen in 1895 and is based on measuring the attenuation of
electromagnetic radiation traveling through a scanned object. X-Rays traveling
through an object are absorbed and scattered depending on the object’s den-
sity, with dense objects having a higher absorption rate than less dense objects.
Therefore, dense objects, such as bones, get depicted as bright areas whereas less
dense objects, such as air, are depicted as a dark areas.

2.1.2 Computed Tomography (CT)

Computed Tomography works by taking a series of individual X-Rays from dif-
ferent viewpoints around the scanned object and back-projecting them into a
3D volume. An X-Ray emitter/detector pair rotates on a circular path around
the scanned object and creates X-Ray projections. The projections from a full
rotation are projected back, based on the Radon transform, to calculate one cross-
section of the final volume. Then the emitter/detector pair proceeds to scan the
next slice. Figure depicts the CT acquisistion process and Figure ex-
plains the CT reconstruction step in more detail. The drawback of CT imaging is
its high radiation dose. However, newer spiral CT scanners allow to not only scan
individual cross-sections but to continuously change the cross sections by mov-
ing the scanned object slowly through the X-Ray circle. After acquisition, the
computed values are normalized into Hounsfield units, where water is represented
with 0 and air is represented with -1000. For enhancing the visibility of vessels
or certain tissue, contrast agents can be introduced into the scanned object to
highlight these areas. In neurosurgery, CT is the medium of choice for depicting
the skull and bony structures and required for intra-operative navigation.

2.1.3 Magnetic Resonance Imaging (MRI)

Magnetic resonance imaging is based on the fact that human tissues have different
properties in a magnetic field. MRI works by placing the scanned subject in a
strong magnetic field. Hydrogen nuclei in the scanned subject align themselves
parallel or anti-parallel to this magnetic field. Next, a radio-frequency pulse is
induced which causes the hydrogen nuclei to spin synchronously (i.e., in phase).
After stopping the radio-frequency pulse the protons slowly de-phase. Measuring
the time of this relaxation allows to measure the proton density, which is depicted
in the MRI image.

In neuro-imaging MRI is usually used for depicting soft tissue such as the brain,
whereas it is not well suited to display tissue with little water in it, such as bone.
One main advantage of MRI compared to CT imaging is that there is no radiation
used in MRI imaging which could be harmful for the patient.
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(a) (b)

Figure 2.2: (a) During CT acquisition several X-Ray images from different direc-
tions around the scanned object are taken. (b) For CT reconstruction,
the original views are backprojected to create the final reconstructed
image.

2.1.4 Functional Magnetic Resonance Imaging (fMRI)

Functional MRI is used to depict the neural activation of certain brain areas.
It detects changes in blood flow and oxygen metabolism. Therefore, fMRI is
acquired while the patients are performing cognitive or behavioral tasks (e.g.,
talking) in the MRI scanner. The activation areas found by the fMRI are usu-
ally superimposed on an anatomic MRI image, to get a notion of the spatial
orientation and location of the “active” brain areas.

2.1.5 Digital Subtraction Angiography (DSA)

Digital subtraction angiography is an example for contrast enhanced imaging.
One angiographic image is taken before inducing contrast agent and one image
is taken after inducing contrast agent. The image without contrast agent is
then subtracted from the image with the contrast agent, resulting in an image
highlighting only the area where the contrast agent was present. DSA is primarily
used for imaging blood vessels and blood vessel trees and therefore very popular
in cerebral imaging.

2.1.6 Positron Emission Tomography (PET)

Positron emission tomography is a nuclear medicine imaging technique that de-
picts the metabolic activity of tissue. It works by injecting a short-lived radio-
active substance into the patient. When this substance starts to decay it emits
positrons. Subsequently, when a positron interacts with an electron two gamma
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photons moving in opposite directions are generated. These photons can be mea-
sured and used to localize their source location. PET has a very low spatial
resolution but is very useful in depicting areas of high metabolic activity, such as
certain tumors.

2.1.7 Imaging Artifacts

Medical imaging data aquired by the scanning techniques described above, is
always subject to different kinds of imaging artifacts. Knowledge of the differ-
ent kinds of artifacts and their occurrence is therefore vital for correct image
understanding and analysis.

In the following, the most important types of imaging artifacts are listed and
explained:

Undersampling occurs when a signal is sampled below the Nyquist rate. The
Nyquist rate is defined to be more than twice the frequency of the original signal,
and is necessary for a correct reconstruction of the signal. If the sampling rate
is below this rate, the original signal might be mistaken for a different signal,
and aliasing effects and information loss occur. Figure [2.3| shows a signal that is
sampled below its Nyquist rate and the resulting erroneous signal.

Another typical artifact in medical data is the partial volume effect. This effect
is caused by the limited resolution of the image data reconstruction and happens
when two or more tissue types are present within a single voxel. The partial
volume effect leads to blurring of boundaries between high and low intensities
and always needs to be considered when dealing with medical imaging data.

Signal artifcats, such as metal streak artifacts in CT data, arise from the dis-
tinct properties of individual imaging modalities. For example, in CT imaging,
a piece of metal might cause the attenuation measurement on a detector to be
incorrect, resulting in several visible streaks in the image.

Image inhomogeneities are commonly found in MRI data, and are caused by
inhomogeneities of the magnetic field produced by the scanner. These inho-
mogeneities cause distortions in both geometry and intensity of the MR images.
Many image processing algorithms try to reduce the effect of these different kinds

Figure 2.3: Undersampling of the original signal (black curve) at the red sampling
positions leads to the erroneous reconstructed signal (dashed curve).
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of imaging artifacts. However, careful parameter setting during the actual image
acquisition is the most dominant factor for image quality.

2.2 Image Processing for Medical Data

Most medical visualization systems rely on some kind of preprocessing of the raw
volume data. The aim is to extract clinically relevant information from the radio-
logical image data, which helps in diagnosis or treatment planning for the patient.
Usually there is an entire pipeline of different pre-processing steps, consisting of
image filters for de-noising and smoothing, segmentation of important structures
and registration or resampling of datasets prior to visualization.

2.2.1 Filtering and De-noising

The main objective of image smoothing in medical applications is the enhance-
ment of image quality as a preprocessing step prior to segmentation or visualiza-
tion. The aim is to reduce noise while preserving important features to improve
the visualization and segmentation result.

Where some preprocessing steps only try to visually enhance the image, other
methods improve the signal-to-noise ratio in the scanned images. Histogram
equalization, for example, tries to enhance the contrast in the image by equalizing
the histogram (i.e., transforming the histogram so that all histogram bins have
nearly the same value). This enhances the contrast of the image visually, but
does not improve the actual signal-to-noise ratio.

The amount and type of noise present in medical images has several different
causes: it greatly depends on the imaging modality, its spatial resolution, slice
thickness and patient movement, to name a few. Noise is considered to be in
the high frequency spectrum of the image. Therefore, noise reduction techniques
often try to low-pass filter the dataset to reduce the noise present.

Image filtering is a neighborhood operation in which the image values of a spec-
ified neighborhood are used to compute the output filter value of one pixel/voxel.
Linear filtering can be thought of as a convolution of the original image with a
filter kernel. A very simple example for a linear filter is averaging. Another exam-
ple is Gaussian filtering, where the original image is convolved with a Gaussian
function as shown in Equation for the 2D case:

1 22442

T 202 (2.1)

9(2,y) = 5

Since the Gaussian kernel is continuous, for filtering a discrete 2D image the
values of the Gauss kernel are usually pre-calculated and stored in a discrete 2D
filter mask of a given size (e.g., 3x3, 5x5).
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A non-linear filter, on the other hand, is a filter that generates an output that is
not a linear function of the input. The most common examples are median, bilat-
eral or anisotropic diffusion filters. Non-linear filters are usually more expensive
to compute than linear filters but achieve better filtering results.

Diffusion filtering is an edge-preserving filtering technique where the physical
process of diffusion is simulated. The common notion of diffusion is a physi-
cal process that equilibrates concentration/energy differences without creating or
destroying mass/energy. For example, transporting molecules from a region of
higher concentration to one of lower concentration, finally resulting in a complete
mixing or a state of equilibrium. For image filtering this idea is used to smooth
intensity differences in adjacent pixels. Non-linear and anisotropic diffusion scale
the amount of diffusion depending on the gradient magnitude of a pixel to reduce
diffusion around edges. A comparison of different diffusion filtering techniques
and their application to medical data is given by Suri et al. [80].

2.2.2 Segmentation

Segmentation is the process of partitioning image data into distinct regions by
assigning labels to structures of interest. In medical imaging, segmented objects
are usually clinically relevant structures such as organs, bone, vessels or tumors.

Segmentation methods can be divided into manual, semi-automatic and au-
tomatic approaches. Even though manual approaches are very time consuming,
they are still common in clinical practice. Automatic approaches, on the other
hand, are often very limited in their scope of application because of their highly
specialized algorithms, and they might not allow interactive adjustments of global
parameters.

There are several popular strategies for image segmentation ranging from edge-
and region-based approaches to model-based or multi-scale approaches. An in-
depth discussion of different segmentation techniques is out of scope of this thesis
but the reader is referred to [62, [81].

In the context of volume rendering the result of the segmentation process is
usually stored as a segmentation mask which defines the object membership of
each voxel (see Figure 2.4]). However segmentation results can also be stored as
surface representations or as distance fields.

2.2.3 Registration and Resampling

Registration is the process of transforming separate images into the same coordi-
nate system, so that structures in one image can be related to the corresponding
structures in the registered image. The different images that need to be registered
can either come from the same imaging modality but from different acquisition
times, from different imaging modalities, or from an anatomical atlas. Medical
image registration can either be rigid or non-rigid. Rigid registration allows only
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Figure 2.4: (a) Slice view of an unsegmented hand CT dataset. (b) Slice view
showing the segmented dataset. (c) Volume rendering of the seg-
mented dataset.

for translation, rotation and scaling whereas non-rigid deformation allows for
a broader range of modifications and deformations. For the neurosurgical plan-
ning application described in this thesis we use an external registration algorithm
based on mutual information [I4] and perform rigid registration (i.e., only trans-
lation and rotation).

Resampling is often a part of registration and is the process of changing the
grid/voxel structure of the input data into another grid/voxel structure. In the
context of medical imaging this usually means either resampling from a non-
regular grid into a regular grid (e.g., resampling in 3D ultrasound) or resampling
from one regular grid into another regular grid to change resolution or orientation
of the grid (e.g., for registration). A major concern in image resampling is degra-
dation of image quality. Several different methods have been developed, ranging
from very fast trilinear interpolation to more advanced triquadratic or tricubic
interpolation [83].

2.3 Visualization of Medical Data

The objective of medical visualization is to support doctors and medical per-
sonnel in their decision finding process. Medical visualization is a subarea of
scientific visualization which tries to create images and renderings that aid the
user in understanding complex or high-dimensional data. The main purpose of
visualization is to gain insight into the data [56]. The user should be able to
explore the dataset, declare and test hypotheses and present and illustrate the
found results.

In the medical field the applications of visualization are mainly education,
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Figure 2.5: Medical illustration of Leonardo da Vinci. “View of a skull”, 1489.

diagnosis, treatment planning and intraoperative support. First medical illustra-
tions depicting anatomical systems and pathologies date back to the 16th century
and were based on sketches made during or after surgery or dissections (see Fig-
ure . Depending on the final application a medical visualization system needs
to support different features such as volume illustration and labeling, support
for measuring, visualization of segmentation results, surgery planning tools and
the integration into intraoperative navigation systems. An overview of different
medical visualization algorithms and applications can be found in [63] 37, [38].

For use in clinical practice most visualization systems are embedded into med-
ical workstations that support the user in patient management and diagnosis
and often provide additional filtering, segmentation and visualization capabili-
ties. Figure [2.6] shows the Agfa IMPAX EE system and the integrated volume
rendering and multiplanar reconstruction views presented in this thesis.

In multiplanar reconstruction (MPR), oblique cutting planes are positioned in
the volume and displayed as slices. The standard MPR usually displays slices
orthogonal to the x, y, and z axis of the dataset.

A main criterion for the acceptance of medical visualization applications in
clinical use is their usability, including their support for more advanced features
such as measuring tools, volume labeling, and clipping, as well as their inter-
activity. Therefore, all algorithms proposed in this thesis are implemented in a
GPU-based framework and show interactive performance.
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Figure 2.6: Medical workstation IMPAX EE by Agfa Healthcare.

2.3.1 Volume Rendering

Direct Volume Rendering (DVR) [18] creates images of volumetric datasets with-
out the need to explicitly extract geometry or surfaces. It is based on an optical
model that defines how a volume emits, reflects, scatters and occludes light. Ray-
casting techniques [44] shoot viewing rays through the volume and accumulate
color and opacity values while traversing the volume, as depicted in Figure [2.7]
The accumulation of color and opacity is computed by evaluating the volume
rendering integral that integrates the emission and absorption of light along the
direction of light traversal [18](see Figure [2.8):

D D
[(D) = Tpe™ J "% / g(s)e=J2 rdt g (2.2)
S0

Iy is the initial intensity at point sy, where the light is entering the volume from
the background. I(D) is the intensity when the ray is leaving the volume at
point D. The first term in Equation represents the light from the background
that is absorbed along the ray through the volume. The second term in Equa-
tion defines the active emission and absorption of the participating medium
(i.e., volume) along the remaining distance.

The volume rendering integral is usually implemented by its approximation by
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Figure 2.7: The ray-casting principle. Viewing rays are traced from the viewpoint
through the volume, accumulating color and opacity values at each
sample position along the ray.

Emission
N
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Figure 2.8: By evaluating the volume rendering integral, the amount of light that

reaches the viewpoint is calculated. Image courtesy of Hadwiger et
al. [29)].

a Riemann sum, where the integration is split into n discrete intervals. :

I(D) = éc(af;i)&i Z:l_ll(l — o) (2.3)

¢(x;) in Equation denotes the color at position z;, a; is the sample’s opacity.

The mapping of scalar intensity values of the raw data to color and opacity is
usually done by transfer functions. An example of a 1D transfer function editor
can be seen in Figure 2.9 Using 1D transfer functions, every sample with the
same intensity value is assigned the same color and opacity. Figure [2.10] depicts
volume rendered images with and without transfer functions.

However, if spatially distinct regions in a dataset have the same intensity range
it is impossible to distinguish between these regions by only using the transfer
function, thus occlusions occur. Multi-dimensional transfer functions [39] try to
alleviate this problem by using additional parameters for the lookup of color and
opacity. To enhance boundaries between structures, for example, the intensity
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Figure 2.9: GUI transfer function editor displaying the current transfer function
and the original data histogram (in log and linear format). The user
can add colored transfer function nodes in the editor, with the x-axis
corresponding to the original data’s intensity, and the y-axis speci-
fying the opacity of the transfer function. Colors and opacities are
linearly interpolated between the nodes.

(a) (

Figure 2.10: Volume rendering with and without transfer functions. (a) Volume
rendering of original intensity values (i.e., grey values), with con-
stant opacity. (b) Volume rendering with opacity ramp. (c¢) Volume
rendering with transfer function from Figure .

b)

value can be used in combination with the gradient magnitude to assign colors
and opacity. A major problem of transfer functions, however, is the difficulty in
designing and specifying good transfer functions, which is a research area on its
own [, 67, [76, [87].

2.3.2 Volume Visualization for Neurosurgery

In neurosurgery, surgical approaches tailored to an individual patient’s anatomy
and pathology have become standard. Therefore, precise preoperative planning
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is necessary to achieve an optimal therapeutic effect. Volume rendering is used
in many surgical planning systems to support the surgeon with high-quality 3D
visualization. Especially when multiple radiological imaging modalities are used
to delineate the patient’s anatomy, neurological function, and metabolic pro-
cesses, concurrent 3D visualization of these datsets can significantly help in de-
veloping a three-dimensional perception of the surgical approach. Traditionally
this was done by just mentally fusing the different datasets. However, in neu-
rosurgery there are many small objects and high-risk structures that must not
be damaged during the surgical approach, which further emphasizes the need
for computer aided surgical planning. Many different systems have been pro-
posed for the planning and simulation of different kinds of neurosurgical proce-
dures [4, 24, 32, 42}, [59) 69, [70, 85]. Recently fiber tracking, the reconstruction
of microstructural characteristics in the brain and central nervous system using
diffusion tensor imaging (DTI) has become a popular area of research, leading to
several neurosurgical planning tools such as virtual Klingler dissection [75].

Applications for endoscopic approaches to the brain simulate the reduced field
of view and camera movement during endoscopic interventions [2, 42, [59]. In en-
doscopic approaches to the sinuses or pituitary gland a rigid endoscope is inserted
into the patient’s nose and advanced through the nasal airways. STEPS [59], an
application for advanced virtual endoscopic pituitary surgery, not only simulates
the endoscopic view, but also restricts the surgeons movement of the endoscope
and simulates surgical tools for removing bones and tumors (see Figure [2.11]).

More recently, Krueger et al. [42] proposed a system for simulating sinus en-
doscopy, focusing on GPU-based volume rendering and a realistic representation
of the rendered biological structures such as mucosa.

Multi-volume rendering deals with the concurrent visualization of multiple vol-
umes in a single rendering. Most neurosurgical planning applications heavily rely
on image data from multiple modalities. Simultaneously visualizing anatomi-
cal and functional data enables the surgeon to examine the spatial relationship
between brain activation and brain tissue [73] [71], [32].

Different approaches for multi-volume rendering allow different levels of data
intermixing [22]. The first distinction lies in the number of volumes that are dis-
played simultaneously at one sample position, either displaying only one volume
per sample (i.e., one property per point) or blending multiple volumes at one
sample position (i.e., multiple properties per point). Furthermore, when multiple
properties are displayed per sample, property fusion can occur at different points
in the volume rendering pipeline. Usually volume properties are fused either
based on their raw intensity values, as gradient or material fusion, or during the
shading or compositing steps. A more in-depth review of related work in the field
of multi-volume rendering is presented in Section [4.2]

Recently an application for neurosurgical tumor treatment was proposed by
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Rieder et al. [69] which uses multimodal data and offers distance-based enhance-
ments of functional data and lesions and allows the visual exploration of the
surgical approach to the structure of interest by advanced clipping and cutaway
tools.

Advanced clipping and cutaway techniques in volume rendering allow the dis-
play of structures of interest which would otherwise be occluded. The specification
of the cutting area can be done either geometrically or based on volume features.
Exploded views or context-preserving techniques such as presented by Bruckner
et al. [11] try to display the interior of a volumetric dataset while preserving
context information (see Figure . Semantic volume rendering approaches
try to support the non-expert user by allowing users the specification of volume
rendering parameters in the natural language of the domain [65].

If segmentation information is available, clipping of segmented objects is possi-
ble [4]. Segmented objects are usually either displayed as surface mesh [24] or as
voxelized, binary segmented objects [28]. While the integration of surface models
into a volume rendered image needs extra care, the segmentation information can
be displayed as a smooth surface. Binary segmented objects, on the other hand,
allow a volumetric display of the segmented structure, including the assignment
of different transfer functions and render modes.



2.3 Visualization of Medical Data 21

Sphenoid Sinus
Nasal Septum

( Sellar Floor

(b) ()

Figure 2.11: STEPS - A virtual endoscopy training application. (a) Endoscopic
approach. b) Tumor and vessel visualization in endoscopic view. (c)
Tumor resection tool. Image courtesy of Neubauer [58].
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Figure 2.12: Illustrative context-preserving volume rendering tries to display the
interior of volumetric datasets while preserving context information.
Image courtesy of Bruckner et al. [T1].



Chapter 3

Skull Peeling

Figure 3.1: Skull Peeling, fast visualization of the brain without prior segmenta-
tion.

3.1 Introduction

Parts of this chapter are based on the papers Segmentierungsfreie Visualisierung
des Gehirns fiir Direktes Volume Rendering, in Proceedings of Bildverarbeitung
fir die Medizin [5] and High-Quality Multimodal Volume Rendering for Preopera-
tive Planning of Neurosurgical Interventions. IEEE Transactions on Visualization
and Computer Graphics (Proceedings of IEEE Visualization 2007) [4].
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Skull Peeling

In today’s clinical practice, direct volume rendering (DVR) is already used
routinely for the 3D visualization of medical volume data, such as those created by
MR or CT scanners. The main advantage of DVR compared to surface rendering
methods is the higher information density of the images. Transfer functions,
which map the intensity values of the raw data to color and opacity, are used to
create meaningful images. However, if spatially distinct regions in a dataset have
the same intensity range, it is impossible to distinguish between these regions by
only using the transfer function. This leads to occlusions and ambiguities in the
volume rendered image. Higher dimensional transfer functions might alleviate
this problem, however their design is even more burdensome than the design of
1D transfer functions.

Therefore, one of the biggest problems in DVR is the occlusion of potentially
interesting areas by other structures of the same intensity/density. One example
is data from an MR scan of the head, where the brain has the same intensity
values as some outer tissues and, therefore, gets occluded. Due to this occlu-
sion, visualizations of the brain usually rely on pre-segmentation methods (the
so-called skull stripping), where the brain gets segmented prior to visualizing it.
Unfortunately, the use of skull stripping tools in clinical practice is not always
possible due to constraints in quality, robustness and available user time.

This section describes the skull peeling algorithm for directly displaying the
unoccluded brain from MR data without the need for prior segmentation. Keep-
ing the requirements for clinical applications in mind, our intention is to reliably
visualize the brain without the need of tedious preprocessing or complex user
interaction. Naturally, a manual segmentation of the brain would achieve the
best visual results, but would require a much longer preprocessing time, which
we want to avoid.

Our algorithm is based on the idea of opacity peeling [68], a view-dependent
method for peeling away layers in DVR guided by accumulated opacity. In other
words, it tries to reduce viewpoint-based occlusions by skipping over outer “un-
interesting” structures to expose inner structures of a volume dataset. Although
opacity peeling quickly generates meaningful images, a major problem for medical
practice is its dependency on the threshold parameters. Minor changes of these
settings can cause major changes in the resulting images (such as a shrinking or
expanding brain). Thus, it is an important goal to improve reliability. The work
described in this chapter arises from the requirements of neurosurgical applica-
tions to be able to extract and visualize the brain in an MR dataset in a fast and
robust way, without much user interaction and in high quality.

Additionally, an application for the display of implanted electrodes, used for
epilepsy surgery, and for the display of superficial brain tumors was developed
based on the described algorithm. Using skull peeling, the surgical approach to
the brain can be simulated by only removing those parts of the skull that need
to be removed for surgery.
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3.2 Related Work

High-quality renderings of the human brain from cranial MR scans usually require
segmentation due to the brain being occluded by surrounding structures and
tissue. However, this segmentation process, called skull stripping [1], 78], is not
trivial and automatic methods often have problems with noise or require certain
MR sequences or scanners. The interested reader is referred to Atkins et al. []
and Song et al. [78] where different skull stripping approaches are compared and
evaluated.

If the brain is rendered without prior segmentation, it is occluded by surround-
ing tissue of similar intensity values (e.g., skin). Adjusting only the transfer
function, including multi-dimensional transfer functions [39], cannot solve this
problem. Methods such as opacity peeling [68] or confocal volume rendering [57]
are ray-casting-based methods that peel away outer, less important regions of a
volume to visualize inner structures. These methods, however, are hard to use
in clinical applications because the visual results are very sensitive to several
user-defined parameters.

As described by Rezk-Salama and Kolb in [68], opacity peeling is based on
ray-casting. The first step consists of stepping along the ray and accumulating
color and opacity, as in standard ray-casting. However, when the accumulated
opacity along a ray exceeds a threshold 77, the color- and opacity values of this
ray are stored for later display and then reset. Stepping further along the ray,
when the opacity value of one single sample (i.e., the current sample) falls below
a threshold T3, the accumulation of color and opacity along the ray is started
again (until threshold T; is exceeded again). This loop continues and permits
to calculate several layers of the dataset in one render pass and display them
subsequently.

Confocal Volume Rendering [57] is a viewpoint-dependent method for visual-
izing deep structures, where the volume gets displayed only beyond a certain
depth and for a user-defined length. Bruckner et al. [11] have introduced a
context-preserving DVR method, where a function of shading, gradient mag-
nitude, distance to the viewpoint and accumulated opacity directly influences the
opacity.

However, the final visualization results of these methods for selectively dis-
playing occluded structures are often hard to predict and highly dependent on
manual parameter settings. We try to alleviate this problem in our new skull
peeling method.

Our visualization framework is based on DVR [44], which creates images di-
rectly from volumetric data without the need to extract any geometry first. The
major advantage of DVR is the increased amount of information that can be
conveyed in one image by making use of transparency, which allows users to peer
inside the volume. Additionally, transfer functions and lighting can significantly
enhance the 3D perception of the volumetric structure. Hardware accelerated ap-
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proaches allowing interactive high quality volume visualization on standard PCs
range from 2D texture mapping based algorithms [66] to more recent GPU-based
ray-casting [41]. Rendering of segmented volume data imposes the additional
problem of filtering object boundaries at high resolution and has been addressed
by Hadwiger et al. [28]. They use GPU-based two-level volume rendering to spec-
ify transfer functions and render modes on a per object basis with trilinear object
filtering.

3.3 Skull Peeling

Figure 3.2: Different examples of skull peeling. The brain, superficial vessels
and implanted electrodes can be displayed fast and without any prior
segmentation of the brain.

The skull peeling algorithm simultaneously uses the information of registered
CT and MR volumes in order to remove areas along the viewing ray which occlude
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the brain in the MR volume [5]. Different examples of skull peeling can be seen
in Figure 3.2

While the brain is depicted well in MR scans, CT scans are superior in depicting
bony structures with very high intensity values. We exploit this knowledge to
decide automatically if a sample lies within a bony area (i.e., the value of the CT
dataset is above 1000 Hounsfield units). During ray-casting, both the CT and
the MR volume are sampled. When the current ray hits a bone for the first time,
the accumulated opacity and color values from the MR volume are reset and the
ray is advanced until the bony area is exited. At that point, accumulation starts
again in order to reveal the brain. This algorithm needs no user input and works
well in standard cases where the brain is surrounded by bone (see Figure [4.2al).

In many cases the need of a registered CT does not lead to an additional
screening for the patient, because a CT is required anyway for intraoperative
navigation. Due to this additional volume, the skull peeling algorithm is inde-
pendent of the user-specified parameters of the original opacity peeling algorithm,
thereby increasing the reliability and quality of the visualization.

However, when the brain is not surrounded by bone (e.g., after surgery, or when
clipping planes are enabled during rendering) this algorithm would fail. The ray
would hit a bone for the first time after traversing the brain and everything in
front of that hitpoint would be skipped (see Figure [3.3b). We therefore added

the following extensions:

o The position of the first hitpoint of the skin (i.e., first sample with a density
higher than air) is saved. If the ray does not hit a bone within a certain
number of steps (defined by threshold 7., ) we assume that there is no
bone in front of the brain and use the radiance accumulated from the first
hitpoint.

e A second extension to the algorithm was made to improve visualization
near the skull base. When looking at the brain from below, along the
spinal chord, many small bone pieces occlude the view of the brain. We
introduce a threshold 7¢;;;,, which specifies the minimum distance two bony
areas must have in order to assume the area in-between to be brain. If this
distance is not reached, the area between these two bone areas is skipped
and not rendered.

Both thresholds have default values that usually work very well and only need to
be adjusted for special cases (e.g., looking at the brain from below). Figure
outlines the standard case of skull peeling and a case where threshold T} is needed.

3.4 Neurosurgical Applications

The skull peeling algorithm described above, for displaying the brain surface, was
applied to several different neurosurgical application scenarios, namely epilepsy
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Figure 3.3: Skull peeling of clipped volumetric datasets. (a) Original rendering.
(b) Incorrect clipping, resulting from erroneously skipping parts of
the brain that are not occluded by the skull. (c¢) Corrected clipping,
after introducing the additional parameters 7.;;,, and Ty, .

surgery planning and for planning of the surgical approach to the brain for surgery
on superficial lesions.

3.4.1 Surgical Approach to the Brain

Finding the ideal position for the skin incision and subsequent bone removal is
important for minimizing the invasiveness of a surgery. For this purpose, we
introduce clipped skull peeling to visualize the simulated surgical approach (Fig-
ure . The user input consists of the surgeon drawing the areas for the skin
incision and subsequent bone removal directly onto the volume-rendered image
of the head. After skin removal, the skull is rendered with shaded DVR, as this
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Figure 3.4: Skull peeling algorithm. The lower ray displays the standard case
where the ray hits the skull prior to the brain. The upper ray depicts
the case where the brain is not covered by bone.

enhances the 3D perception and helps the surgeon to find anatomical landmark
points on the skull, which can be used as orientation aides during surgery. The
result of clipped skull peeling is generated in three ray-casting passes by using
the stencil buffer in order to restrict pixels and thus rays to one of three different
cases with one specific rendering mode each: (1) Everything outside the specified
clipping areas is rendered using unshaded DVR of the MR volume; (2) Inside
the skin incision area the skull is displayed (shaded DVR of the CT data), but
accumulation of color and opacity is started only after the threshold for bone
has been exceeded; and (3) The bone removal area is skull-peeled. The assign-
ment of these three rendering modes to their corresponding pixels is performed
as follows: After clearing the stencil buffer to zero, the polygon that was drawn
by the user to simul