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Route Visualization using Detall Lenses
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Abstract —We present a method designed to address some limitations of typical route map displays of driving directions. The main
goal of our system is to generate a printable version of a route map that shows the overview and detail views of the route within a single,
consistent visual frame. Our proposed visualization provides a more intuitive spatial context than a simple list of turns. We present a
novel multi-focus technique to achieve this goal, where the foci are de ned by points-of-interest (POI) along the route. A detail lens
that encapsulates the POI at a ner geospatial scale is create d for each focus. The lenses are laid out on the map to avoid occlusion
with the route and each other, and to optimally utilize the free space around the route. We de ne a set of layout metrics to e valuate
the quality of a lens layout for a given route map visualization. We compare standard lens layout methods to our proposed method and
demonstrate the effectiveness of our method in generating aesthetically pleasing layouts. Finally, we perform a user study to evaluate
the effectiveness of our layout choices.

Index Terms —Route Visualization, Map Visualization, Overview and Detail Techniques
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1 INTRODUCTION detail lenses along the route that mirror the information

route magis a special purpose map that displays atravEPmain_ed ir_1 th_e textual directions_. We start With_ a typical
A path along with directions for following it (see Fig. 1)./oute visualization that shows a high level map view of the
The path itself may describe a simple cross-town trip or 'gut€ along with driving directions in a second window. To
journey spanning multiple countries. Numerous systemst exiniS We add path highlighting and detail lenses for points
that can provide turn by turn directions for following a reut ©f interest (POI) along the path. These detail views provide
These can roughly be divided into two categories: those tifaf0c@! context for each decision that must be made while
provide a real-time animated view of the path during traveidvigating a route. In other words, the spatial layout of the
and those that create static route maps. This paper adgrel&&ses on the page provides a natural visual indexing system
the problem of creating static route maps suitable for priff" the route directions.

media. The main contributions of this paper are:

Typically, a route map provides an overview of the complete A web-based automated system for generation and layout
route along with textual directions for following it. Thigge of of detail lenses over a route map.
route map is fairly effective, but not necessarily idealn€ider A two-step optimization algorithm for placing the detail
the scenario of a traveler printing a route map before stadi lenses on the map with the help of extensible layout
trip. It is unlikely that the traveler will be willing to mennze metrics.

(or even read) the route directions before starting the &tp  \\e demonstrate with the results of a user study that our
the same time, the directions will be dif cult to read whilejayout strategy produces aesthetically pleasing and Msua
driving. This is partly because a list of textual directiongonerent lens layouts that have less visual clutter thaaroth
contains few visual cues and the traveler must scan the ligfout strategies, and that it forms an effective means afero
visually to nd the current location and its correspondingjisyalization. In the user study, we evaluate our desigiceiso

directions for every such query. ~as well as compare our method with related method of inset
In this paper we address the route map problem by providipghcement on maps.
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Because of the computational dif culty of optimal label pé&a
ment in the general case, most approaches use heuristits suc
as simulated annealing and gradient descent [14], [15].
Although the output of our method is a static route map, our
work is related to a number of interactive labeling algarith
Daiches and Yap [8] address the problem of placing labels on
a pannable and zoomable map. The method works by creating
static label placements and assigning priorities to eadef
labels. During interaction, the labels are displayed ineord
according to priority, omitting labels that overlap witth&s
of higher priority.
Other interactive labeling systems attempt to handle more
complicated changes than panning and zoomirigz&mann,
Hartmann, and Strothotte [25] present a real-time algorith
place both internal and external labels on 3D visualization
Their system uses several heuristics with adjustable wsigh
to control the layout, employing special “layout agents” to Fig. 1: A route map with detail lenses created using our system.
optimize the layout and maintain coherence between frames.
Fekete and Pliasant [16] generate dynamic “excentric la-
bels” for objects within a user-speci ed neighborhood. The There is a wealth of previous work for the evaluation
dynamic labels allow the user to inspect the contents of d smgf verbal directions and non-verbal symbols in the case of
neighborhood without zooming in to it, making interactiomavigation or route maps. The seminal work by Allen [6]
more ef cient. de nes in detail the subprocesses involved in transfer of
Bekos and Kaufmann [9] explore the conceptboiundary route directions between individuals, and their constitue
labels in which labels are placed around a rectangle coetements (landmarks, segments/pathways, choice poimts)t
taining points of interest, and the POls are associated witbvelace et al. [21] perform a qualitative assessment oferou
their respective labels via connecting lines callsatlers This  directions using the standard elements mentioned aboee- Tv
is similar in many ways to our approach, but we consideky and Lee [26] compare descriptions and compact depition
metrics speci ¢ to route map visualization when computingf route directions with the help of a standardized “tooldt
lens layouts. common phrases and their corresponding pictorial reptasen
Also of interest in the context of route visualization is théons. Their study nds semantic commonalities betweernteou
use of mobile devices such as PDAs and cell phones to displfisections that describe a particular route, and corresiogn
location-speci ¢ information [12], [23] and study navigat route maps, which show an imprecise sketch of the same route
patterns [13]. These methods serve as a good starting pgilttorially. Recently, Klippel and Montello [20] explorettie
for our application. Our implementation is web-based, angbnceptualization of route directions employing lingigisis
hence could be ported to handheld devices that support wesll as non-linguistic categorization.
browsers by incorporating interaction behaviors as sugdes Agarwala [3], [2] creates route maps that are similar to¢hos
in the above papers. that might be drawn by a human. The route is distorted and
Our proposed approach of providing detail lenses over glimpli ed to highlight important features and make the ®ut
overview map is most closely related to the problems of insgfap more readable. Our work shares many of the same goals,
placement on maps [11], [22], [7]. While the high-level goabut we avoid distortion and attempt to provide more neaterou
of our proposed approach and the above methods is similatontext.
displaying overview and detail data over a geospatial domai Recently, Google Maps (maps.google.com) has also started
- there are signicant differences in the type of data thahcluding detail lens views for the printable version ofithe
we propose to work on. The existing approaches are geafglps. However, these views are placed next to the textual
towards determining what portions of the map can be betigfection list, and further increase the number of pageseto b
described with a detail view. There may be one or mofginted. Also, in some cases (for example, a map from Boston,
detailed insets on a single map; however, the individuatingvA to Philadelphia, PA) the source and destination are not
regions may not have an explicit relationship with one aeoth yisible in the overview at all. Our method addresses botleiss
The placement of these insets is de ned by the boundariestf rescaling the map such that it is always visible, and plgci

the Regions-of-interest (ROIs) that they are enclosedrin. {he |enses on the same page(s) as the route overview.
our case, the entire route is the ROI, marked with specially

designated points (POIs) along the route. Detail lenseg h
to be created for every POI without respect to the P SYSTEM OVERVIEW

density in their vicinity. The detail lenses cannot be pthceOur route visualization system provides route navigatien d
in an arbitrary manner since the POIs have a strict tempotails in the form of a route map augmented witétail lenses
ordering. Thus, detail lenses of nearby POls should alse hdwr points of interest along the route path. Inputs to theesys
the corresponding proximity to one another. include abase mapat multiple geospatial scales, a polyline
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route that the travelever wants to follow anbints of interest user never has to determine whether to linger on one lens
(POI) along the route with textual directions or otimeetadata for multiple route decisions. Typically a detail lens cang
for each POI (see Fig. 2). In our prototype, the POIls and thair close-up view of the route near the decision point, a
associated metadata are provided by Google Maps as parhoimber identifying which POI the lens represents, one line o
their route directions. abbreviated textual directions and the distance to the Péxt
Given the inputs for a route, the layout engine createsldetaiong the route. Placing additional information on the é&ns
lenses for the POIs and places them around the route vesuld be possible, but in our experience, this quickly leads
navigation aids. Lenses include a close-up of the decisitm information overload. Even so, the information currentl
context, along with an abbreviated version of the textuprovided is almost always suf cient to follow the route watht
directions. We place the lenses on the map border basedtloa need to refer to the direction list.
layout metrics that encourage visual continuity between th Dedsion context (map)
route and the lenses. The layout metrics include terms for th ’ N
distance between the POls and the lenses as well as theeelati
position of the lenses. This allows our system to produce
layouts designed speci cally for route visualization ratithan Rotte close-up with ~— POl number
simply adopting standard map labeling norms. direction cues
Our layout algorithm proceeds in two phases. The rst phase \
computes an optimal discrete layout using a backtracking s Distance to next PO

approach. This is followed by a relaxation step that re nes L )
the discrete layout further to produce a continuous layout.

Abbreviated directions

Fig. 3: A route detail lens provides the local context for each decision

Terual Direcions | Lat | Lng that should be made while traversing the route.
Head north on 1g Ave | 33.11 |-123.8
»\‘/w Cortinue on 2nd St. 33.10 | -125.3
Right at Coumbus St | 32.02 |-121.0

4.1 Abbreviated Directions

Route with POI's Base map POI metadata

34 In our implementation, the Google Maps server provides

textual directions for each POI along the route, but they are

Comput ital often too long to t in the limited space on a lens. We attempt

discrete layout to solve this problem by replacing common phrases with the

Refine yout compact symbols shown in Fig. 4. We arrived at the list of
by relaxation common phrases by creating a large number of random routes

1 and manually extracting common phrases from the textual di-

rections. Additional phrases could very easily be incoajpent
into the system. In order to provide familiarity with real-
world traf c symbols, our symbols are based on commonly
observed highway symbols [1] where possible, or designed
to match the meanings of the phrases that they replace. One
Route map with detall lenses advantage of using symbols instead of abbreviating thespisra
Fig. 2: Schematic view of our system. Inputs include a base mapisaunderstandability by non-English speakers. By esthinigsa
route path, and POls along the routg with textual direqtions and oth&mmon symbolic code, the maps can be used by non-English
gﬁﬁ?ﬁ%gﬂ;ggc&r dcélr'_ The output is a route map with detail 1ensgse o s without resorting to translation of the text. Véspnt
the results of an informal evaluation of our symbols as a part
of our user study in Section 8.
4 DETAIL LENS DESIGN

This section describes the design of individual detail ésns @
while the following sections discuss how multiple lenses@ @ Turn left/right®
are placed. The basic function of the detail lenses is tdﬁn aslight left/rig hte
provide the same information as the textual directions levhi
adding supplementary visual context for decisions madegalo (\ *Make a Uturn®
the route. Ideally, the user should be able to recognize theYY akeepleft/right at the fork®
information provided in a lens at a glance; thus, one goal is
to provide suf cient information on the lenses to describe t Fig. 4: Symbols used in our system and the phrases that they
POIs without any ambiguity. represent.

As shown in Fig. 3, each lens in our system corresponds
to a single POI, or direction in the instruction list. Thist-2 Lens Size
design allows us to sidestep issues related to placing preulti In addition to deciding on the lens content, an importanigies
directions on a single lens, and it has the benet that thehoice is the size of the lenses. If a lens is too small it does

aHead N'S/EL.° @ cArrivel

888 Numbered exits

L aMerge / Take ramp onto®

— 3n°/2continue on® /
atoward(s) / 2o merge onto®
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not adequately show the area around the decision point, leng) Consecutive lenses should be placed near one another
elements become crowded, and there is often not enough space to provide visual coherence in the layout.

to tthe abbreviated directions. On the other hand, vergdéar 5) The vector (direction) between consecutive lenses shoul
lenses take up too much space on a page, and may show be similar to the vector between their corresponding
extraneous details that are distracting rather than usEfuis, POls.

setting a proper lens size involves a number of tradeoffs.  These principles are guidelines for developing an “ideal”
Some of our early layout attempts used multiple lens SiZﬁout, but they do not have a precise mathematical de nitio
on the same page, but this invariably lead to a cluttergg aqdition, the goals stated in the above rules will oftemeo
appearance. Another idea was to scale all lenses equallypg®e with each other for real-world examples. In section 5.2
that they would t on one page. This approach failed for rsutgye de ne a set of extensible metrics that capture the essence
with- many POls since the lenses quickly became too smal the above rules in strict mathematical terms. Our metrics
to be useful. In the end we decided to use a xed lens sizge|p balance the trade-offs between competing rules by the
splitting the map into multiple pages if needed. The mapesceﬁssignment of user-de ned weights.
inside the lenses was also xed to be at the street level. We address rule 3 by placing the lenses along the border of
We conducted a user study to evaluate the preferred I§Ra page, thereby minimizing visual clutter, and address ru
size. Users were presented with examples of maps with thie@y rescaling the route to t within the border region de ned
lens sizes (a) small (20 lenses on a page), (b) medium (@ the lenses. Thus, we only need to derive metrics for rules

lenses on a page) and (c) large (10 lenses on a page). Fig) %4 and 5 to generate a good layout.
shows the size of lenses used in our system.

Fig. 5: Example of the lenses used in our system (middle), along with
smaller (left) and larger (right) sizes for comparison. All examples
are shown at about 60% scale.

5 LAYOUT PRINCIPLES AND METRICS

5.1 Placement Principles Fig. 6: Placing lenses using standard map labeling techniques results

. . in visual clutter since the lenses tend to merge visually with the route,
The goal of placing a number of detail lenses on a route magen if they do not occlude it.

is in some ways more dif cult than general map labeling.
For example, standard map labeling techiques [18], [1F] [1
would suggest placing the lenses as close to their POIs as

possible without overlapping the route. This idea seemtequb.2 Layout Metrics
promising, but has a number of drawbacks. First, the search

space for such a placement is large, making the algorithm $ing the principles just described, we can now de ne a set
P ; P ge, ) 9 of metrics to enable objective comparisons between diftere
nd an optimal placement slow. Additionally, rather tharopr

ducing useful lavouts as one miaht expect. the lens Iactesnelens layout styles. We assume that in a valid layout all Isnse

madegb this 3(/)"0 tend to mger o \F/)isuéll with tf\e rOULE re placed such that they do not intersect the route or each-
€ by policy ge v y . other. LetL; denote a lens corresponding to iffePOI. Given

making the map look cluttered (see Fig. 6). Finally, since th

: : a valid lens layout. = fLj:::Lhg, we de ne three metrics to
lenses are not arranged in a particular order, the location . : . .
: . easure its qualitytens distancgCyy4), which measures the
one lens does not naturally lead to the location of its sismes

. hysical proximity of the lenses to their POIs (principle 1)
Based on these observations and a number of other attem Etﬁﬁzal coherencyCyy), which measures the distance between
(o]

layout procedures, we developed a set of principles thatl go nsecutive lenses (principle 4), amiual coherencyCyo)
lens layouts should adhere to: _ which measures the similarity of directions between sigizes
1) Lens placements should be as close as possible to thef|s and the corresponding lenses (principle 5). We de ee th

respective POls. overall quality of a layouQ(L) as the weighted sum of the
2) Lenses should not occlude the route or each-other. three metrics:

3) Lenses should not be placed too near the route to avoid
visual clutter. Q(L)= aCq(L)+ bCs(L)+ oCyc(L); Q)
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where lower values correspond to better layouts. We will nowherew,; is the lens width and ) represents the dot product.
describe each of the metrics in detail. Fig. 9 shows good and bad layouts from a visual coherency

Lens Distance standpoint.

The lens distanceametric, Cig measures the physical prox-
imity of the lenses to their POIs (corresponding to layout
principle 1 in section 5.1):

Ca(L)= a kLi Rk )
i=1

Poor visual coherency Good visual coherenc

whereL; is the center of thé'" lens, B is the location of Fig. 9: The visual coherency metric measures how closely the
the corresponding POR is the total number of POls anddirection between lenses matches the direction between their POIs.
k k indicates the Euclidean distance between two points. This

metric favors layouts which place lenses close to their PO hoosinga, b and g Coef cients

Fig. 7 shows good and bad layouts according the lens distance . . .
metric. Experimental results show that our algorithm is stable over

a wide range of coef cient values. Fig. 10 demonstrates the
effect of the individual layout metrics by assigning a weigh
of one to the metric being demonstrated, and zero to the
others. Note that each of the metrics captures a desiralmatia
principle, but none of them is capable of de ning a visually
optimal layout in all cases. For the examples in this papes (s
table in Fig. 14), we usa = 0:75,b = 0:15,g= 0:1 unless

. . ) otherwise stated explicitly.
Fig. 7: The lens distance metric measures how close the lenses are

to their POls.

Poor lens distance Good lens distance

6 PRODUCING AN OPTIMAL LENS LAYOUT

The main objective of our layout engine is to produce optimal
lens layouts based on the principles and metrics described
The spatial coherencynetric, Csc, measures the proximity in section 5. Allowing arbitrary lens placements leads to a
between successive lens placements (corresponding tatlayarge search space as well as cluttered layouts, but we can

Spatial Coherency

principle 4 in section 5.1): use several of the layout principles to restrict the seapeltes
- and a_t the same time reduce visual clutter. First, based on
Co(L) = 601 KLiii Lik: 3) the principle thgt lenses should not be placed too closeeo th
-1 route, we restrict lens placements to be on the map border.

This metric favors placing the lenses next to one another Iin%thhermore, we place the lenses "in order” either ClOCM'_S
sequence, as shown in Fig. 8 or counter—clqckW|se around the border, based on the jptci

' T that consecutive lenses should be placed near each-othesy, T
the task becomes to nd an optimal “in order” border layout
for the lenses.

Even if layouts are restricted to lie on the map border, the
search space of continuous lens placements is too largafor a
ef cient direct solution. On the other hand, the search spzc
discreteborder layouts is tractable, and the optimal discrete
layout is likely to be a good approximation of the optimal
Fig. 8: The spatial coherency metric measures the distance betweentinuous layout. This suggests a two-phase algorithm in
the lenses. which an initial step computes the optimal discrete layant
a re nement step produces a continuous layout. Our algorith
employs this strategy, computing the optimal discrete lhyo

) o by backtracking followed by a relaxation step to furtherrre
Visual coherencymetric, Cyc, refers to the directional sim- j;

ilarity between successive POIls and the correspondinge¢ens
(corresponding to layout principle 5 in section 5.1). Inesth
words, the vector betwedy andL;; 1 should match the vector ) . .
betweerR, andR, 1. Mathematically, the visual coherency carPUr 1€ns placement strategy starts by solving a discressarer

Poor spatial coherency Good spatial coherer

Visual Coherency

6.1 Optimal Discrete Layout.

be de ned as: of the border layout problem. Formally, the discrete _border
L layout problem can be stated as follows: Given a rduteith
Coo(L) = ﬂ"é cos 1 F+1 B L« L | @ N points of interestP = fPy:::Pyg, and m border positions
i=

1 kR+1 Rk kLi+1 Lk ' B = fBy:::Bmg, nd unique lens placements for each of the
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(a) Lens Distanceq = 1;b = 0;g= 0)

(b) Spatial Coherencya(= 0;b = 1;g= 0)

(c) Visual Coherencyd = 0;b = 0;g= 1)

Fig. 10: A comparison of the layout metrics on a lens layout. (z];
shows the layout of lenses with only thens Distancenetric having
a non-zero coef cient. Th&patial Coherencynetric minimizes the

POIs,L = fLi:::Lhg B, such that the lenses are placed
sequentially either clockwise or counter-clockwise abtime
map border, and)(L) is minimized:

L =fLi:::Lpg B; argminQ(L): (5)

An optimal solution to this problem can be found using
backtracking, placing the lenses in turn around the mapdsord
The full search tree contains

2
omcn = m

n'(m n)!
leaf nodes, including both clockwise and counter-clockwis
orderings. Once agaim is the number of border positions
andn is the number of lenses. This results in a worst case
scenario for a “medium” lens size, when 8 lenses are placed,
of about 400,000 possible layouts.

Our backtracking algorithm uses a simple but effective
bounding function to prune the search tree. This reduces
runtime by about an order of magnitude while still nding the
optimal discrete layout. For a node on ledebf the search
tree, the bounding function is

O(K) = Qp(K+ aBg(k+ 1)+ bO(k+ 1); (6)

whereQ)y, is the partial route cost so far:
Qp(K) = Q(Lk = fL1:::LkQ);

&4 is the sum of the minimum possible distances between the
remaining POls and their lenses:

a m
@d(k+ = a minkR Bjk;
izk+1 J71

and®. is the minimum spatial coherency between the remain-
ing lenses, assuming that they are placed in adjacent slots:

G k+ 1)=(n KkB; Bok:

Note that we do not include a bounding value for visual
coherency since its minimum value is zero. Our choice of
pruning function ensures that the algorithm always chooses
the branch with the least global cost and avoids local minima
Our optimization procedure does not optimize over the \&lue
of the coef cients themselves, but chooses an optimal layou
for a speci ed set ofa, b and g values.

Ef ciency Concerns

The backtracking solution just described is fast enough for
our application, but if we want to apply the layout algoritimm
a real-time setting, or place lenses on a larger map with more
border locations, some optimization is in order. One simple
change that often improves the backtracking performance is
to change the search order, starting by placing the rst lens
as close as possible to its POI. Lower cost layouts are often
und earlier with this search order, making the pruningemor
f cient.
A more aggressive optimization works by placing every

inter-lens distance, without any regard for the distance from the P6ther lens instead of placing consecutive lenses. A linear
(b). The Visual Coherencyewards con gurations where successiv&search can then be used to nd the optimal locations of the

lenses are placed in the same direction as their respective POls
lenses 1, 2 and 3 in (c)). For the above examfirt: Tempe, AZ,

Destination:Mesa, AZ.

{ReBetween lenses. For example, instead of placing lengil an
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Ll Ll k]| L 2mn@ (about 3.3 million nodes in the worst case with 16
border positions as above), but the backtracking search can
bl still _nq the op'qmal route within a few seconds (see _se_ctibn
-~ K for timings). Fig. 19 shows an example of route splitting.
- | | —p-
-k e —
I
L | —»

Fig. 11: Groups of touching lenses can either be moved as a unit, or
split into two pieces during a relaxation step. The algorithm checks
the cost of each of them2possible con gurations, and moves the
lenses to con guration with the lowest total cost.

Non-split layout Split layout

) ) Fig. 12: Splitting the lens order allows the lens layout to follow the
then lens 2, the modi ed algorithm would place lens 1 angbute more closely in some instances.

lens 3, and then place lens 2 in the optimal location between
them. This procedure will still nd the global minimum, siac
the cost associated with a particular node only depends @4 Multiple Page Layouts

its location and the locations of its immediate neighboise T gor complicated routes, the number of detail lenses may
modi ed procedure reduces the number of search tree leafceed the capacity of a single page. In these cases, that layo
nodes to G ! whereh=b(n 1)=2c, or about 40,000 in engine splits the route into multiple pages and applies the
the worst case for the “medium” lens size setup. layout algorithm to each page. We have found this solution

We also note that a dynamic programming algorithm exisg§ he more practical than shrinking the lenses to t on one
to nd the optimal lens layout which has space complexityage, since very small lenses often do not provide enough
O(mn?) and time complexityO(mn?). We have not imple- information to be useful. The current implementation caeel
mented it, however, as the backtracking is fast enough for qu to 14 lenses on the map border while leaving a mandatory
needs. gap of two tiles between the rst and last lens.

6.2 Re ning the Placement by Relaxation 6.5 Embellishments

The lens positions generated by our backtracking method #éneaddition to the lenses and POI markers, the layout engine
discrete, so we re ne them to a continuous layout usingdds a number of embellishments to help the user navigate
a relaxation procedure. The relaxation works by iteragivethe route visually. These include route highlighting, mBRIOI
moving the lenses along the map border to improve the layoutrkers, and the replacement of leader lines with arrows.
quality. For an isolated lens, an iterfe\tion of the relaxatioRoute Highlighting.

procedure attempts to move the lenk pixels around the map

border, keeping the position with the lowe3tvalue. Groups ~ We highlight a route on the base map by drawing the route
of lenses that touch each-other are slightly more complitat @s & bold line, and by graying out parts of the map that are
In this case, the algorithm attempts to either (1) move tf@r away from the route.

entire group of touching lensesk pixels around the border | ens Highlighting.

or (2) split the group in two and move one of the subgroups o _ ) )
away from the other bk pixels, as shown in Fig. 11. Note We highlight the lenses with alternating white and gray

that this does not change the computational complexity ef thackgrounds to enable a quick lookup while driving. We also
relaxation procedure: a group oflenses must check onlyn2 show small plue arrows along the route on a.Iens to clearly
positionings, the same as if the lenses were isolated. In amcify the direction of travel around the speci ¢ POIs.

case, the relaxation is much faster than nding the optimaluli-POI Markers
discrete Iay(_)ut, S0 adding relgxation a”OWS us to achiegs h When multiple POI markers on the route overlap we com-
quality continuous layouts with relatively little addedsto bine them, using a special markk to indicate that multiple

\lfz\;i?ﬁolu? tﬂ;%:;aﬁgﬁn;ﬁfbgda route visualization with anIgOIs are located in a single spot. This icon is labeled with
' the rst POI number in the group. This helps to clear up
confusion when multiple markers are placed directly on top

6.3 Splitting the Lens Order of one another.

It is sometimes useful to split the order of the lenses. lreioth
words, the order of the lenses is cut into two groups, and t
order of the second group is reversed. Allowing a split isthi The standard way to connect the POls with their lenses
manner can be bene cial, for example, when a single orderimgpuld be to use leader lines. However, early tests showed tha
wraps the lenses around the route. By splitting the lensrorda large number of leader lines can obscure route detailseso w
the lenses can move in the same direction as the route on badl leader lines only to the rst and last lens on each page, or
sides of it, as shown in Fig. 12. Accounting for all possibleach group of lenses if the layout engine splits the lensrorde

single split orders increases the size of the search spacelbe remaining leader lines are replaced by arrows between th

ﬁ(gplacing Leader Lines with Arrows
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lenses, as shown in Fig. 13. An arrow is also placed before tft§ inset placement vs. border layout methods and (e) pdain t
rst lens so that the user can instantly see the startingtpoiws. abbreviated symbols.

of the route. An arrow placed after the last lens on a page

indicates that the visualization contains additional gage 8.1 Learning Phase

In the learning phase, the participants were familiarizéith w

our application, as well as being trained and tested on the
interpretation of the symbols used in our maps. The train-
ing involved an understanding of a route map produced by
our system (Start: Boston, MA; End: Philadelphia, PA). We
explained the terminology used in our approach. In addition

Leader lines Arrows users were presented a printable version of the of the sape ma
Fig. 13: Replacing leader lines by arrows makes the route leas produced by Google Maps website to compare and contrast.
cluttered and easier to follow. Users were then asked to answer a series of questions about

the map produced by our system. The questions included tasks
such as identifying the start and end locations, identifyin
7 IMPLEMENTATION visual cues on the detail lenses, marking a POl and its

Our system is built using a two-tier architecture. The frend  corresponding lens, and identifying leader lines. _
user interface is written in Javascript. It handles theragon ~ 1he Symbol testing involved two steps (a) unassisted inter-
with Google Map objects. For ef ciency purposes, the COrgretat_|on, and (b) gsssted mterpretatlpn.ulnasssted mtgr—
algorithms of our method are implemented as a Java AppRigtation the participants were not provided any external input
and Java Servlet. Both modules communicate via the NetscQh&®@Y {0 help the interpretation process. The participaste
LiveConnect classes. The system is currently hosted or@gked to quickly translate symbol sequences corresporiding
3.46GHz Intel Pentium D machine running Windows XP xedirections that might be found on lenses. For example, the
Professional with 4GB of RAM. sequence

To create a route visualization, the user types in a source ® Lemon Street

and destination for the route. The system then retrieves §anslates to “Turn left on Lemon Street” In trassisted
overview image of the route, rescaling the map extents interpretation the users again translated the symbol sequences,

necessary to make space for the lenses around the map boférwere provided with a key (Fig. 4).

It then highlights the route and retrieves the map direstiond W& observed that users who had driving (or navigating)
corresponding POls. Finally, the system retrieves the énag €XPerience> 6 months, and were also familiar with Google
for the lenses and positions them using backtracking amd-re Maps or similar online map service, needed very little assis
ation. Response times vary from around 3-4 seconds for simpi"'C€ In interpreting the symbols correctly. Users who had
cases to 11-12 seconds for longer, complicated routes, with driving or navigating experience would often interpieg t
the majority of the time being taken to retrieve the relevafy MPOIS incorrectly in the unassisted interpretation s@pce

imagery from Google Maps and to create embellishmenife key was made available, all users could readily intérpre
Fig. 14 provides timings for our algorithm on different reut th& Symbols and 60% of users eventually preferred symbols
sizes. over plain text by the end of the user study. This suggests tha

the process of learning our symbolic abbreviations does not

8 EVALUATION AND RESULTS place excessive demands on the end-user.

In this section, we present the results of an informal usgr, gyajuation Phase

study conducted with 18 participants. The users consisted (b luati hasef th q isted of side-b
individuals from diverse backgrounds: 8 were students ang€ evaluation phasef the user study consisted of side-by-

10 working professionals with at least a Master's degree. ffsde comparison of pairs of maps by the participants. The

subjects were male and 5 female. 16 currently owned a carPgpticipants were asked to indicate which of the two mapg the

had owned one previously, while 12 had more than 6 yea‘?’é’u'd prefer to use as a nayigation aid, and also specify the
of driving experience in the US. 2 subjects with less than fgason for the same. We designed two sets of twenty examples

years of driving experience did not have a valid US driver'gaCh' A participant was ra_ndomly assigned aset.for e""'?“a“

license. The examples were designed to test one design choice per
The study was conducted in two phases, fkarning example. We present the results of our user study below. The

phase and thevaluation phase. In the learning phase, thé:(_)lor scheme for the result graphics (pie charts) was chosen

participants familiarized themselves with route maps poed with the help of theColorBrewertool [10]. We use the "One-

by our system. They were also tested on the interpretatiﬁﬁmple. Z-test [24]" for the fanaly.s's 0 four test results. The
of abbreviated symbols as used in our lens design. In t @aly3|s results are summarized in Fig. 15. For each categor

second phase, the participants were presented with twe E;cribed below, theull hypothesiss stated as the following:

pairs of example maps that compared speci ¢ design choicé : The specied design choice is not preferred over its
The individual design choices were: (a) the lens size, (b) tkompeting choices.
placement of leader lines, (c) split or no split in the lendeoy
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Start Destination  Number Total time Layout time Nodes Procesed
Location Location of lenses (secs) (msecs)
Tempe Phoenix 5 4.28 46 4174
Gilbert Mesa 8 7.16 2206 288897
Tempe Dallas 11 6.57 737 86514
Yahoo Inc. Google 11 5.68 262 25954
Melbourne Morwell 13 5.70 143 16556
100, Rue Lord Rue Nicolas 13 5.60 218 24488
Byron, Paris  Appert, Paris
Tempe Boston 27 11.43 353 43697
Berlin Warsaw 28 7.31 1131 133230
Madrid Lisbon 29 9.52 100 13355

Fig. 14: Timing results for our layout algorithm: The rst two columns aifie the start and end locations of the route, respectively. The
number of lenses for a route is shown in the third column. The fourth acolehows the total time taken by our system (in seconds)
to generate the layout (including the embellishments), and the fth colunowstthe time required for our backtracking algorithm (in
milliseconds) to generate an optimal solution. The last column shows thberush nodes processed by our backtracking algorithm. For all
the above examples = 0:75;b = 0:15;,g= 0:1. We use the “medium” lens size for these examples. Note that for thet wase example
(with 8 lenses) our pruning criteria reduce the number of nodes actualrgred in the search tree from 3.3 million to just under 300
thousand.

We usea = 0.05 as the critical value for rejectiriyp. regular intervals (in our examples, every third lens) was th
next preferred option. When comparing the above two options
Lens Size: As Fig. 15 demonstratestly was rejected against the option of having a leader line for all lenses, the
with a signi cant probability for the “medium” lens size. users did not prefer the latter. The option of all leaderdine
By observing the proportion of actual responses over tM@s preferred only in cases where the lines did not intersect
entire test set, we can conclude that the “medium” size kendBe route itself. The overall user feedback suggests ttmt to
were preferred for the maps (see Fig. 16). The next preferi@@ny lines on the map led to a cluttered layout, whereas
size was “|arge_" Users who preferred the “small” |ensd§aVing fewer leader lines allowed for faster |00kUp when
remarked that they were already familiar with the route ariped with the lens highlighting (see Fig. 16).
thus did not need as much detailed information about the
POls. It was interesting to note that in a few cases, the users\bbreviated Directions: The null hypothesiswas not
preferred the “medium” lens size even though it was nogjected for this category. Thus, we cannot conclusively
presented in the examples. Such cases were categorizedtate the user preference for plain text over our abbraviate
the user having “no opinion” on the presented example (refeymbols, based on the sample from the user study. Fig. 17
Fig. 16(b)). As the “medium” lens size was not referred tehows the relative distribution of votes for both the categgo
explicitly in such cases, they were excluded from the Z-te8tof the 18 users noted that once the user had learned the
analysis. Thus, in terms of both readability and number sfymbols, then it was very easy to follow the directions. An
pages, the “medium” size lens was the preferred choice, antkresting result that emerged from this comparison was th
we use this size as the default lens size in our implementati@ majority of male subjects preferred the symbols, while the
female subjects were more inclined towards the plain text.
Layout Method: Ho was also rejected for the BorderA common suggestion among all users was to increase the
layout method (refer Fig. 15). In more than 85% of th&umber of lines of symbols visible on the detail lens. Severa
examples, the users preferred our border layout over thgers also asked for the ability to specify user-de ned dont
traditional inset placement methods. The examples whédg$ the symbols.
users preferred the inset placement methods were rouths wit
few lenses € 10), and where the lenses did not overlap with Split in Lens Order: Hg was rejected for the option
the route or with other detail lenses. In instances whereesowf “No split” in the lens order. Comparing the respective
lenses could not be placed due to overlap constraints, tiseiccessful” sample counts, the “No split” option was the
same users chose the border layout as a much cleaner pralerred choice in over 95% of the cases from the user
clutter-free layout. Fig. 16(e) summarizes these rest{s. study sample. In general, the split in the lens ordering was
the Z-test results and the actual proportion of selectiares, confusing for most users, and they preferred to have an
can conclude that the border layout method was chosen ouebroken view of the lens sequence.
the local layout by a statistically signi cant amount.
All the design choices are available as GUI options in our
Leader Lines: Fig. 15 shows thaHp was rejected for the implementation. While the user study helped in determining
option of rst and last leader lines. The users preferred ththe default values of the design parameters, we provide the
option over the other two options. Having a leader line aiser full exibility to switch to the parameter of his choice
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Design Choice Sample Size Hits Success Rate Z value P(2) Chusion
n P P=n (P nmp)=sp
Lens Size
Small 70 17 0.2428 -4.302 8.4E-06 not preferred
Medium 66 48 0.7272 3.692 0.999 preferred
Large 64 31 0.4843 -0.25 0.401 not preferred
Lens Placement
Local 81 11 0.1358 -6.555 2.77E-11 not preferred
Border 81 70 0.8641 6.555 0.999 preferred
Leader Lines
First and last lenses 34 23 0.6764 2.057 0.980 preferred
Every 39 lens 54 29 0.5370 0.544 0.706 not preferred
All lenses 72 25 0.3472 -2.592 0.004 not preferred
Directions
Plain text 54 20 0.3703 -1.905 0.028 not preferred
Symbols 54 33 0.6111 1.6329 0.948 not preferred
Lens Order
Split 44 2 0.0454 -6.030 8.18E-10 not preferred
Not split 44 42 0.9545 6.030 0.999 preferred

Fig. 15: Statistical signi cance of our user study results. The rst caluemumerates the design choices under consideration. The second
column shows the sample singi.e. the total number of tests in which this design choice was evaluatedl the subjects. The third column
shows the observed hits for the category, and the fourth column egsrélse success rate as the ratio of “success” hits for that category,
P, to the total sample size. The fth and sixth columns show the estimated Z value, and the probabilitgjetting thenull hypothesis

Ho. The last column states whether the particular design choice was prefarmot, based on the user study. The rejection cut-off value
for each Z-test is 0.05 & = 1.645). The null hypothesis is rejected if the observed Z value is gréeate 1.645.

The direct head-to-head comparisons for individual desigri said that they would use our maps in conjunction with
choices are given in Fig. 17. The user evaluation in our etirreexisting route map services. The users were also askedeto rat
study was an informal evaluation process. As part of ouréututhe system on a scale of 0 (“I don't see anything”) to 5 (“The
work, we wish to evaluate the impact of graphical symbols amdaps are crystal clear”). 7 users gave the system a rating of
text in much more detail, using the guidelines and framewoBs while 11 gave it a rating of 4 (“The maps are useful but

as suggested in [20]. need improvements”).
As the nal step in the evaluation process, the users were
Design Choice User User %(A) %(B) asked to provide comments and/or suggestions to improve
(A vs B) choice A choice B the usability of the system. We received several intergstin
Lens Size suggestions with respect to usability and aesthetic vafue o
Small Vs Medium 5 30 16.6 83.3 our maps. Several users have asked for a display of temporal
Medium Vs Large 18 12 60 40 characteristics of the route as well. This included totaieti
Small Vs Large 12 19 35.29 55.88to traverse the route, as well as time to go from one lens
Inset Layout Vs 11 70 13.41 85.36t0 the next and the duration of partial routes in case of
Border Layout multiple pages. Some users wanted our system to be more
Leader Lines interactive and include dynamic zoom-on-demand for the
First Vs Every 3rd 4 4 50 50 detail lenses. This leads to exciting possibilities of fatwork
First Vs All 19 6 73.1 23.07 for interactive media like handheld devices or GPS systems.
Every 3rd Vs All 25 19 5434 41.3
Split Vs No split 2 42 454 95.45 8.4 Discussion of Alternate Layout Methods
Text Vs Symbols 20 33 37.03 61.11The local placement method treats lens layout as a standard
Fig. 17: Head-to-head comparisons of various design choices in &OpP .Iabellng problem. Th's .method closely fOHOW_S the point
user study. labeling methods described in [18], [17], [15]. Our implame

tation follows a discrete search space approach, simildrip

to nd the best possible locations for the lenses that do not
intersect the route. As can be seen in Fig. 6, for real-world
8.3 User Feedback scenarios the local layout method will often drop lenses and
We asked the users to choose one (or more, if applicabl® quite cluttered.

usability scenarios where they would use the maps produced-urthermore, due to the selective nature of the algorithm,
by our system. 9 of the 18 participants said that they woutbere is no guarantee of visual or spatial coherency among
use our maps exclusively, without any additional tools,levhithe lenses that are displayed on the map. This makes local
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W smd
Medium
B Smdl B Smd Medium
Medium B Lage B Lage B Lage
Noopinion No opinion
(a) Small Vs Medium (b) Small Vs Large (c) Medium Vs Large (d) Combined result for lens size
Text u Spit
p!
M Inset Pacenent B Synbols }
Border Pcement . NOSplIt
No opinion
(e) Local Vs Border (f) Plain Text Vs Symbols (9) Split Vs No split
M First ard last lense M First and last lense Evaythird lens M First ard last lense
Evay third lens B All lenses | Alllenses Evey third lens
No opinion M Alllenses

No opinion
No opinion

(h) First and last lense¥s Every third (i) First and last lensed/s All lenses (j) Every third lensVs All lenses (k) Combined result for leader lines
lens

Fig. 16: User study results for the various design choices. See Figrltaldulated results.

placement a poor choice when the route has more than a srttadl visual indexing system of the user. This led to a design
number of lenses, as borne out by the user study. that augments a traditional route map with detail lenses tha
Though our method does not directly replace the LineDrivare optimally placed around the map border. We provide a
method proposed by Agrawala [3], it alleviates some afser evaluation of the usability of our maps. The user study
the shortcomings of their approach. Our approach combinedidates our design choices for the layout. The overall use
visibility of individual turns in a complicated route, antsa feedback suggests that while the users are enthusiastid abo
ensures that all the POIs and their corresponding turns ag layout method, they would prefer to use it alongside
visible. We do not distort the route in any fashion and alsexisting route maps that they are familiar with. Thus, we can
provide the contextual information surrounding the ro@ear conclude that our lens design needs further re ning before i
method does not assume any familiarity with the environmeian totally replace the existing methods.
and the use of symbolic abbreviations is aimed to aid non-For example, the content of our lenses is currently limited t
English speaking tourists. We “mask” extraneous infororati the imagery provided by Google Maps. The lens views could
away from the route with our border layout. Only the regiobe improved by making sure that relevant street labels and
surrounding the route is highlighted to help users focug th@ther landmarks are always visible.
attention on nearby landmarks. Currently, we truncate the directions if they exceed one lin
The AAA (www.aaa.com) provides a TripTik map andn the lens, with the direction list acting as a backup. It ldou
directions service that enables the user to print custaiizee interesting to explore further shortening the direction
directions. These directions are highly detailed and adsact  allowing more than one line of text on the lens in such cases.
current information regarding road status, such as coetgtru ~ We would also like to do a more rigorous study for the
delays and detours, or road closure due to inclement weatltgsign of graphical and textual elements in the lenses. For
However, these maps are generally quite bulky to print odt aexample, what fonts and icon sizes are ideal for displaying
carry along. A TripTik map from Seattle to San Diego withnformation?
14 POls results in a 27 page document; compared to a 1 pagé design parameter that our current study does not address
map with 9 POIs using our method (from Google Maps). is nding the threshold beyond which the user experiences
an “information overload,” i.e. the user is unable to discer
9 C E W any meaningful information from the lens. A usability study
ONCLUSION AND FUTURE WORK that would determine this value is an important area forritu
This paper presented a new method for visualizing route magsearch.
with multiple focus points. We formulated basic layout sile Though the authors have used the maps from our system
for such multiple foci maps to avoid clutter while suppogtin on their journeys, potential future work involves testirg t
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(a) Discrete optimal solution (b) After continuous relaxation

Fig. 18: Comparing the lens layout with the discrete solution, and after iagpllze relaxation step.

(a) Lens layout without split (b) Lens layout with split

Fig. 19: Comparing the lens layout without break in the sequence, atidbreak.

usability of the maps in a real-world situation with teams af the National Science Foundation (NSF) and the National
users. Such a study would require extensive resourcesrihat@eospatial-Intelligence Agency (NGA).
currently out-of-scope for this project, however.
An interesting extension to the current method would in-
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