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Abstract

The ability to physically change properties of real ob-
jects used in augmented reality (AR) applications is lim-
ited. Geometrical properties (shape, size) and appearance
(color, texture) of a real object remain unchanged during
a single application run. However, an AR system can be
used to provide a virtual texture for the real object. The
texture can be changed dynamically based on user inter-
actions. The developed AR system includes two compo-
nents, the “3D Table” and the “Texture Painter.” The 3D
Table is a table where real objects are placed. The table-
top is used as a projection surface, making it possible to
add a context to the real object. The Texture Painter makes
it possible to paint on the real object, using a real brush
and virtual ink (texture). ARToolkit markers are placed on
the 3D Table tabletop to augment the environment with the
virtual objects. Markers are either physical (printouts on
the tabletop) or virtual (projections). The scene is recorded
with a camera and the composed video is projected in real
time. The projection shows a virtual environment, real ob-
jects painted with virtual ink, and virtual objects positioned
where real or virtual ARToolkit markers are placed. The
developed system is used in architectural design applica-
tions where, due to the different qualities of real architec-
tural models and rendered architectural models, real mod-
els are still used. The system was tested at the Academy of
Fine Arts in Vienna where it is used as a support tool for
architecture students.

1. Introduction

Virtual Reality (VR) allows a user to immerse in and ex-
perience a completely synthetic virtual environment. How-
ever, the created virtual environment is still “simpler” than
the real world. Unlike VR, Augmented Reality (AR) en-
ables the user to interact with virtual objects and real ob-
jects in a real environment in real time [1]. The user can
experience enhanced reality by adding virtual objects and

by superimposing the computer generated information such
as text or graphics onto real objects. A typical AR sys-
tem combines several different components and technolo-
gies into a single system. That includes, for example, dis-
play technologies enabling the combination of real and vir-
tual objects into a single view and a tracking system allow-
ing real-time interaction, modeling and calibration.

One of the main problems with using real objects in an
AR system is time and effort needed to change their prop-
erties. For example, one can not simply change the shape
or size of a real object. However, some other properties
like color and texture can be changed “virtually” so that all
changes made in the virtual world would be automatically
transferred to the real world, and vice versa. Dynamic col-
oring and texturing of real objects in AR systems open some
interesting possibilities for interactive design and modeling,
especially for applications where the size and shape of ob-
jects is relatively stable, i.e. it does not change during a
single application run.

Architectural modeling and design is a typical example
of such applications [3, 7]. Architectural models (real ob-
jects) used to be very important in architects practice. They
are being gradually replaced with the computer generated
and rendered models but the models are still indispensable
in some situations. Architects may prefer to keep real ob-
jects and real models instead of depending only on comput-
ers during the design process. They continuously transform
the environment during the design process to experiment
and create many unusual and unconventional combinations.
This make architectural design an excellent application do-
main for the developed system developed together with ar-
chitects and architecture students from the Academy of Fine
Arts in Vienna.

2 System Design

Two main problems were addressed. First, a well defined
physical environment must be provided for placing and ma-
nipulating real objects so that they can be integrated in an
AR environment. Second, an “augmented brush” must be



provided for interactive, dynamic “painting” of the real ob-
jects using colors, textures or animations/video clips. Con-
sequently, the two main components of the developed sys-
tem are the 3D Table and the Texture Painter. The Texture
Painter can be used stand alone or in combination with the
3D Table (Figure 1).

Figure 1. System design

2.1 3D Table

The 3D Table is a central component of the system [6].
It is a table with a semi transparent glass top. The tabletop
serves as a back-projection surface. The main idea is to use
it as a modeling table. The real objects are painted using the
Texture Painter and then the corresponding environment is
created by projecting images on the tabletop. Any image
can be used, for example city maps, various landscapes or
abstract images. Animations and video clips are used to
show the models in dynamic context. The system is imple-
mented so that the model can be illuminated only from one
side, the side visible to a user. A mirror inside the table
makes it possible to use a beamer (video projector) placed
next to the table to project images on the tabletop. The
USB connectors are used to connect cameras. ARToolKit
[4] physical markers can be placed on the tabletop.

2.2 Texture Painter

Texture Painter is an application used to paint virtual ink
on real objects using a real brush. A user has a real brush
in the hand, and “paints” real objects with it. Instead of
using a real paint, textures (static images or videos) are ap-
plied. The installation includes a projector, a brush and an
object that will be painted. The brush is a slightly modi-
fied conventional brush. A retro reflective marker has to be
put on the brush to make it possible to precisely track it. A
simple camera was used to track the brush in the first imple-
mentation. The current implementation uses DynaSight ���
sensor from Origin Instruments with which the brush track-
ing works very stable and smoothly. Since point and click
is needed for painting, just as in the most interfaces based

on the common WIMP paradigm, an additional button is
needed. During initial experiments a wireless mouse was
used as a click device (only the buttons were used). The sys-
tem worked well, but it was inconvenient to hold the mouse
in the hand all the time. The next step was adding a button
and a radio transmitter to the brush.

Figure 2. Using a texture brush

Figure 2 shows an example of using a texture brush. Be-
fore a design process can start, a projector and the real ob-
ject (architectural model) have to be positioned. The brush
tracking device is placed on the top of the projector and the
system needs to be calibrated.

The perspective distortions occurring at the real object
surfaces which are not perpendicular to the projection axis
are not taken into account. It would be possible to track the
real object and use object geometry information[6] but the
emphasis is on systems simplicity so it can be easily used
by non-expert users.

Figure 2 also shows a system toolbar projected on the ta-
ble side. The toolbar displays available textures and tools.
After the user has selected a texture (using the brush and
the button), the object will be painted at the position of
the brush, when the button is pressed. Additional func-
tionality such as polygon draw, polygon fill, and other well
known functionality from basic painting programs were im-
plemented as well. This speeds up the paint process in case
of large planes that need to be covered with the same tex-
ture.

2.3 Markers

The arranged scene consists of the painted object, the
background projected on the surface of the table and the
physical markers with the over imposed virtual objects.
Since the 3D Table is capable of back projection, not only
physical markers but the virtual (projected) markers can be
used. The physical markers have the advantage that they can
be manipulated in a tangible way, just by moving them on
the table. However, a scene can only be restored by replac-
ing all physical markers as they were before. The advantage
of virtual markers is that the current marker configuration
can be saved and reloaded later. That enables a “version



control” where various stages in design evolution and de-
velopment can be saved and reloaded at will. The version
control provides an insight into a design process and helps
in educational process.

The scene can be explored using one or more cameras.
For each camera a video stream displaying the whole scene,
including context image, painted object, and virtual 3D ob-
jects superimposed on the markers, is rendered. A snapshot
and video export functions are implemented to document
the current state.

3 User Interface

The Texture Painter can be made more advanced [1, 4],
but the aim was to make a simple, low-cost solution, which
can be setup anywhere straightforward by non-expert users.
Furthermore, the object geometry is not needed which
speeds up the process and allows rapid and straightforward
experiments. Interestingly, architects didnt complain about
the drawbacks, they use the tool extensively. Simplicity and
mobility of the setup makes it popular among the students.

As there is no real object geometry stored in the system,
object polygons can not be automatically found. The user
has to specify polygon vertexes using the brush, and this
polygon will be filled. If the user wants to scale or rotate
the texture, the user selects the rotation or scale tool from
the toolbar. By moving the brush closer or further to the
projector, the texture is scaled or rotated accordingly.

Texture manipulation plays an important role in the de-
sign process. Imagine, for example, a small white block
painted with a brick texture. If the texture is scaled, so that
the cube contains only 3 rows of bricks, it will be perceived
as relatively small. If the texture is scaled down, the same
block suddenly appears to be a wall. If the process goes on
in either direction (making the bricks very small or huge)
the block will be not be perceived as a block made of bricks
any more. Playing in this way with individual textures and
combinations of textures is common and important archi-
tectural practice.

The ability to combine and manipulate a real object and
textures together is one of the most useful features of the
system. Although texture selections using a mouse and a
brush are different, the underlying metaphor is the same.

While most of the tangible AR interfaces require the user
to wear a head-mounted display (HMD) in order to view the
AR environment [2], the developed system overcomes this
by using two different approaches. In the first approach,
the AR environment is projected on the projection screen
to provide a simple visual feedback. Similar approach is
used in the AR Groove application [5]. However, using a
separate projection screen removed from the working en-
vironment may make it difficult for the user to observe re-
sults of interactions with the system. The second approach

uses the 3D Table projector to directly project textures on
the real object (tangible interface) and eliminates any need
for an HMD or a projection screen. There is no separation
between the display and the working environment. Interac-
tions are intuitive and the user can directly observe results.

The user interface provides for direct manipulation and
alleviates some of the related concerns [8]. The relative
simplicity of the system means that the required system re-
sources are relatively smaller compared to similar systems.
Since a user uses a real brush and interacts with the system
as if painting objects surfaces, users actions are natural and
intuitive. Save and load features for virtual markers enable,
to some extent, history and tracing mechanisms. Texture
combination and scaling with a real object provide useful
design macros. Direct texture projection onto the real ob-
ject makes the system more accessible to users with limited
eyesight (no need to use an HMD or a projection screen).

4 Case Study

The system was used by approximately 20 architecture
students from the Academy of Fine Arts in Vienna. The
overall simplicity was imperative. The whole system is very
simple and any non-expert user can start using it immedi-
ately. Students can bring architectural models, just place
them on the tabletop, and start painting. There is no need
for additional trackers or 3D scanning.

The whole setup, as illustrated in Figure 1, consists of
the 3D Table where a projector projects a landscape onto
the tabletop. A physical architectural model is placed on
the table. The projected video contains the painted archi-
tectural model, the landscape, and the virtual objects in the
places where real or virtual markers are. Virtual markers
simulate different scales easily, and they can be used to re-
store physical markers positions after save and load.

Figure 3. Different textures significantly
changing the same model

Figure 3 shows examples of different textures applied to
an architectural model. The underlying model is always the
same, but due to the different textures the overall impres-
sion is quite different. Doing these experiments using only
a traditional model and real textures would be much more
tedious. The model used is an existing design for which



the architects originally explored design issues by produc-
ing and studying sketches and collages. The design process
was re-enacted using the developed system. That included
accentuating a difference between the base and the attach-
ment as well as studying the possibilities to merge different
parts of the design. The design process included painting
a variety of different textures onto the base and different
parts of the attachments while exploring their changing re-
lationship. The projections of different textures charged the
building with different meanings [7].

Central design issues were choice of materials (appear-
ance) and the duality of base (the building) and attachments
(the attic). Texturing a base of the model using a video
texture showing waves transformed the model into a cliff
with a fortress or a concrete structure on the top of the cliff.
Changing the context also changes the scale, from building
to cliff. The projections helped erase preconceptions of the
building, seeing it differently.

In other studies some of the issues included how to make
the complex interior 3D structure of apartments, patios and
terraces visible outside. Other concerns were the material-
ity of the faade and the possibilities of differences through
using textures. While the system is very simple and easy to
use, case studies pointed to some problems. The disadvan-
tage is that textures do not follow the architectural model
when it is moved. The textures are also sometimes dis-
torted in terms of perspective. The experiments with stu-
dents show that these disadvantages are not significant and
that all of the students are very fond of using the system.

5 Conclusions and Future Work

This paper describes an AR system built to support ar-
chitectural design process. The real object, an architectural
model with its own qualities, still plays an important role
in this process. Computer generated renderings simply can-
not replace the architectural model in all cases. Instead of
replacing the architectural model, the AR system is used
to enhance it. Actually, the enhancement goes in both di-
rections. Not only the architectural models are enriched,
but the computer generated images projected on the archi-
tectural model (instead on the plain projection screen) are
much more vivid and useful. This system makes an inspir-
ing test bed for the architects. The architectural models can
be significantly enhanced by using the Texture Painter. The
ease of painting and the natural user interface makes it a
very popular tool among the students. This demonstrates
how an interesting combination of simple tools can be used
to create an innovative AR system, and to reach a new and
broader group of users. Although none of the components
are novel in the field, the unique combination, low cost and
the demonstration of the ease of use is the main contribution
of the described system.

The future work will involve studying connections and
relationships among different parts of the system. If a user
changes the scale of a texture on the real object, the sys-
tem should be able to automatically change the size of the
virtual markers. Another interesting field of exploration is
“saving” the physical markers. After “telling” the system
that a scene should be saved, all physical markers can be re-
moved and virtual markers will be added to the background
at the positions extracted from the physical markers.
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