
Eurographics Symposium on Rendering 2003
Per Christensen and Daniel Cohen-Or (Editors)

Delivering Interactivity to Complex Tone Mapping Operators

Alessandro Artusi,† Jiří Bittner, Michael Wimmer and Alexander Wilkie

Vienna University of Technology

Abstract

The accurate display of high dynamic range images requires the application of complex tone mapping operators.
These operators are computationally costly, which prevents their usage in interactive applications. We propose
a general framework that delivers interactive performance to an important subclass of tone mapping operators,
namely global tone mapping operators. The proposed framework consists of four steps: sampling the input image,
applying the tone mapping operator, fitting the point-sampled tone mapping curve, and reconstructing the tone
mapping curve for all pixels of the input image. We show how to make use of recent graphics hardware while
keeping the advantage of generality by performing tone mapping in software. We demonstrate the capabilities of
our method by accelerating several common global tone mapping operators and integrating the operators in a
real-time rendering application.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Gener-
ationDisplay algorithms; I.3.7 [Computer Graphics]: Three-Dimensional Graphics and RealismColor, shading,
shadowing, and texture

1. Introduction

The conversion from high dynamic range images to images
suitable for display devices is known as tone mapping. The
goal of tone mapping is to reproduce the overall impression
of brightness, contrast, and colors of an image on a device
with a restricted range of displayable colors18.

Many tone mapping operators have been proposed in the
last decade. An important subclass of these are global tone
mapping operators. They consider each pixel in an image
separately, and are therefore well suited for acceleration. Al-
though these operators do not take into account the neigh-
borhood of a pixel (like local tone mapping operators), they
can still simulate many important effects related to the hu-
man visual system.

Some global operators evaluate just a simple function,
but many of them perform complex computations for each
image pixel18, 22, 12, 4, 8. While convincing results can be ob-
tained with these complex global tone mapping operators,
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Figure 1: (left) Image tone mapped using the operator of
Pattanaik et al.; computational time 3.7s. (center) Result of
a software implementation of the proposed technique using
the same tone mapping operator (0.27s). (right) Result of the
hardware implementation (0.04s).

the high execution times of these algorithms prevent their
usage in interactive applications.

One possibility of delivering interactivity is implement-
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ing a tone mapping operator directly in graphics hardware
with support for floating point color representation and pro-
grammable pixel shaders. Due to the hardware constraints,
this approach however imposes severe limitations on the op-
erator: (1) it cannot perform arbitrary data manipulation, (2)
its complexity is limited by the maximum number of instruc-
tions of a pixel shader.

We propose a novel acceleration framework that deliv-
ers interactivity to complex global tone mapping operators.
This brings the user a qualitatively different understanding
of the behavior of different operators as (he)she can study
their response by interactive manipulation of the image or
the parameters of the operator. The framework can be im-
plemented either as a pure software acceleration technique,
or it can perform some algorithmically simple but compu-
tationally costly operations in the graphics hardware. In the
latter case, the proposed framework also provides the bene-
fit of an efficient integration of the method into the flow of
the graphics hardware rendering pipeline and permits to use
complex global tone mapping operators in real-time render-
ing applications.

Unlike previous techniques that exploit graphics hardware
for tone mapping, our method does not require modifica-
tion of the rendering pipeline, as it works as a postprocess
of the high dynamic range image. The framework allows an
efficient subdivision of the workload between the CPU and
the GPU. The GPU resolves the computationally simple but
costly stages of the algorithm. The tone mapping operator is
applied on the CPU, which allows to use existing implemen-
tations of tone mapping operators.

The work presented in this paper is novel in several as-
pects. First, according to our best knowledge it is the first
general framework for acceleration of arbitrary global tone
mapping operators. Second, parts of the framework can be
implemented in the graphics hardware to improve efficiency
of the algorithm. Third, the method seamlessly integrates
into the flow of the hardware rendering pipeline. This allows
applying realistic tone mapping in real-time applications us-
ing high dynamic range capabilities of recent graphics hard-
ware.

The paper is organized as follows: Section 2 discusses the
related work. Section 3 provides an overview of the proposed
method. Section 4 discusses the different steps of the pro-
posed framework. Section 5 discusses an implementation of
the method on the graphics hardware. Section 6 presents re-
sults of the proposed technique. Finally, Section 7 concludes
the paper.

2. Related Work

The concept of tone mapping has been introduced by Tum-
blin and Rushmeier18, who proposed a tone reproduction op-
erator that preserves the apparent brightness of scene fea-
tures. Ward20 described a tone reproduction operator which

preserves the apparent contrast and visibility. A model that
includes different aspects of adaptation was introduced by
Ferwerda et al.8. Pattanaik et al.11 developed a computational
model of adaptation and spatial vision for realistic tone re-
production. A model that perceptually expands and enhances
the perceived dynamic range was presented by Spencer et
al.16, and Nakamae et al.9 presented a model in order to im-
prove the realism of the modeled scene. Schlick15 proposed
a quantization technique for visualization of high dynamic
range pictures. Chiu et al.2 introduced a spatially nonuni-
form scaling function for high contrast images. Tumblin et
al.17 proposed two methods for displaying high contrast im-
ages. The LCIS algorithm proposed by Tumblin et al.19 aims
to preserve the contrast reduction. The model presented by
Ward et al.22 proposed a new histogram adjustment tech-
nique and considers glare, visual acuity, and color sensitiv-
ity. As a further step forward, a time-dependent visual adap-
tation model was introduced by Pattanaik et al.12. Fattal et
al.7 proposed a method capable of significant dynamic range
compression while preserving fine image details. Reinhard
et al.13 adapt techniques used in photographic practice to cre-
ate a robust tone mapping operator.

The methods discussed above concern accurate operators
that attempt to reproduce individual visual effects at non-
interactive or close-to-interactive speeds. We are not aware
of a prior work which provides a general framework for
tone mapping acceleration. Interactive tone mapping oper-
ators are typically tightly connected with the graphics hard-
ware. Cohen et al.3 proposed tone mapping operators suit-
able for hardware implementation. Due to hardware con-
straints, these operators are rather simple and do not con-
sider effects like time dependency, chromatic adaptation, or
the visual effects of the human visual system. Certain steps
of our framework are related to acceleration techniques used
by Scheel et al.14, Durand and Dorsey5, 6, and Ward et al.22.
Scheel et al.14 perform ray casting to obtain high dynamic
range image samples and use the texture mapping hardware
to apply tone mapping on vertices of a model with precom-
puted radiosity. In contrast to their method, our technique
does not require ray casting and does not affect rendering by
using specialized texturing mapping techniques. Durand and
Dorsey5 downsample the image to compute the adaptation
luminance and use a lookup table to speed up their interac-
tive time dependent tone mapping algorithm. In their recent
work, Durand and Dorsey6 also use downsampling and lin-
ear interpolation. Ward et al.22 also downsample the image
to extract histogram information which is used to set up pa-
rameters for their tone mapping algorithm. Our framework is
more general since we suggest to pass the samples directly to
the (arbitrary) tone mapping operator and interpolate its re-
sults. Additionally we show how to implement the technique
on recent graphics hardware with a floating point color rep-
resentation, without modifying the rendering pipeline.
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3. Overview

The proposed framework consist of four steps: sampling,
tone mapping, fitting, and reconstruction. As an input we
take a high dynamic range image. The sampling algorithm
produces a set of samples that form a compact representa-
tion of the luminance distribution in the image. The samples
are passed to the tone mapping operator that assigns each
sample a luminance in the color space of the display device.
The result is processed by the fitting algorithm that finds in-
terpolation coefficients for the point-sampled tone mapping
curve. Finally the reconstruction algorithm applies the inter-
polated tone mapping curve on all pixels of the input image.
The framework is depicted in Figure 2.

fitting

TM

reconstruction

input

output display

rendering

sampling

GPU CPU

TM

Figure 2: Overview of the proposed framework. The sam-
pling and the reconstruction is suitable for an implementa-
tion on the GPU, the tone mapping and the fitting are per-
formed on the CPU (the main data flow is depicted in red).

Figure 2 shows a possible subdivision of the computa-
tion between the graphics hardware and the general purpose
processor. Sampling and reconstruction are relatively sim-
ple algorithms, but they are applied on all pixels of the input
image. Tone mapping and fitting are usually more compli-
cated algorithms, but they are applied on a relatively small
number of samples. Thus using the suggested subdivision of
the computation we exploit the raw computational power of
graphics hardware while keeping the framework open for ar-
bitrarily complex global tone mapping operators. The over-
head of transferring data between the CPU and GPU is min-
imized by transferring only the sampled image and the co-
efficients established by the fitting algorithm. The main data
flow takes place on the GPU.

4. The Framework

In this section we discuss the four main steps of our frame-
work in more detail.

4.1. Sampling

The goal of the sampling algorithm is to compute a com-
pact representation of the luminance distribution in the in-
put image. The set of samples should provide an accurate
representation of the histogram of the input image, while
keeping the number of samples small. To avoid maintain-
ing a high dynamic range histogram, we sample directly in
the image domain. We have used two techniques that can be
seen as representatives of two extremes—random sampling
and downsampling—and one technique that combines the
advantages of both—filtered random sampling.

Random sampling takes a specified number of samples
from the input image. The samples are taken at image co-
ordinates given by the Halton sequence. Alternatively if the
gaze of the user can be predicted, the sampling density at the
fovea can be increased14.

Downsampling subdivides the image into n regions and
computes an average luminance for each region, which cor-
responds to the application of a box filter on the samples. A
similar technique was used by Scheel et al.14 to compute a
global adaptation luminance.

Filtered random sampling combines random sampling
with downsampling in order to improve the ability of the
algorithm to capture both high-frequency as well as low-
frequency information. It applies a box filter on every pixel
obtained by the random sampling technique.

See Figure 3 for an illustration of the sampling techniques.

4.2. Tone Mapping

The tone mapping operator is applied on the computed set
of samples. We assume that the operator works only with
the luminance component of CIE XYZ color space. To map
a pixel of the input image to the device color space, the com-
ponents of the input color are multiplied by the ratio of the
device and world luminances. If a color transformation is re-
quired, it can be applied as a postprocess.

The tone mapping operator assigns each sample a low dy-
namic range luminance in the device color space. The set of
samples and their mappings represent a 1D point-sampled
tone mapping curve.

4.3. Fitting

The fitting algorithm aims to interpolate the point-sampled
tone mapping curve in order to tone map all pixels of the
input image. The fitting of the curve should accurately cap-
ture the point-sampled tone mapping curve, while keeping
the computational costs low. We used piecewise linear inter-
polation because of its speed and simplicity. We also tried
higher order interpolation, for example using natural cubic
splines, but the slight increase in accuracy does not compen-
sate the higher computational cost.
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Figure 3: The input image and the luminance samples. (a) The input image (1000x700 pixels). (b) Random sampling (1024
samples). (c) Downsampling (1024 samples).

To compute the coefficients of the interpolation, we first
sort the samples according to the world luminance. Then we
compute the interpolation coefficients for each interval be-
tween two sample points.

4.4. Reconstruction

The reconstruction of the tone mapping curve proceeds as
follows: Given the high dynamic range luminance Lw we lo-
cate an interval of the interpolated curve that covers Lw using
a binary search. For the linear interpolation the device lumi-
nance Ld is extrapolated as:

Ld = wi
1Lw +wi

0, bi ≤ Lw < bi+1, (1)

where wi
1,w

i
0 are coefficients established for the i-th interval,

and bi,bi+1 are the boundaries of the interval.

4.4.1. Lookup Table

To accelerate the reconstruction algorithm, we can resam-
ple the interpolation coefficients and store them in a lookup
table. Given a world luminance, the lookup table can be
directly accessed to obtain the corresponding device lumi-
nance value. To improve the accuracy of the reconstruction
we can use a logarithmic scale to capture the low dynamic
part of the tone mapping curve more accurately.

A similar technique was used by Durand and Dorsey5 and
Scheel et al.14. These methods computed the samples using
the tone mapping operator directly whereas our method re-
samples the interpolated tone mapping curve. The advantage
of our method is that we can treat the tone mapping opera-
tor as a black box without altering the tone mapping curve.
This is more general, since we do not have to know what
parameters the tone mapping operator uses.

5. Hardware Implementation

We integrated the proposed framework to the rendering
pipeline of a graphics hardware with the support for float-
ing point per-pixel operations. In particular we used the
NVIDIA GeForceFX card, which supports 32 bits per color
component and pixel shaders (also called fragment pro-
grams) of up to 1024 instructions10.

Following Figure 2, we ported two steps of the framework
to the graphics hardware: the sampling and the reconstruc-
tion. The corresponding algorithms are implemented as frag-
ment programs written in NVIDIA’s Cg language10. In this
section we discuss specific issues associated with the hard-
ware implementation.

5.1. Sampling

Random sampling is implemented by dependent texture
lookups. We generate a small texture containing values of
the Halton sequence. The size of the texture is given by the
number of the desired samples. This texture is rendered into
the frame buffer as follows: for each pixel we use the cor-
responding texel as indices to the input image (treated as a
secondary texture) and the pixel is set to the color of the ad-
dressed pixel. The fragment program for random sampling
consists of 5 assembly instructions.

Downsampling is implemented by subsequent rendering
of a textured quad of smaller resolution. Initially we use the
input image as a texture and render it on a quad with 1/k
of the resolution of the input image. The fragment program
computes an average of k2 texels for each pixel covered by
the quad. If the input image consists of p pixels after n steps
we obtain p/k2n samples assuming the dimensions of the
image are a power of k. The fragment program generated for
k = 2 consists of 37 assembly instructions, for k = 4 of 133
instructions, and for k = 10 of 805 instructions.

Filtered random sampling is a simple extension to random
sampling where a predefined image region around the input
image pixel is averaged in the fragment program to obtain
the sample value.

5.2. Tone Mapping and Fitting

After the sampling step the samples are transferred from the
GPU to the CPU using a frame buffer read-back. The tone
mapping operator is applied on the samples and the fitting is
used to find the coefficients of the interpolated tone mapping
curve as described in Section 4.3.

The coefficients obtained by the fitting algorithm are sent
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to the graphics card as a texture. Each texel of the texture
represents coefficients of the interpolation for one interval
between the samples. The coefficients are encoded as color
components of the texel.

5.3. Reconstruction

The lookup table for reconstruction is constructed by “ren-
dering” the coefficients established by the fitting algorithm
into the frame buffer. The coefficients of an interval are ren-
dered as a narrow horizontal textured quad. The vertical lim-
its of the quad are determined by the world luminance of the
sample points that bound the associated interval. The tex-
ture of the quad consists of the interval coefficients. Each
column of the frame buffer then represents a fixed size in-
terval of world luminance. Given a luminance value, the re-
construction algorithm can then directly access the lookup
table without the necessity of performing a binary search.
The corresponding fragment program consists of only 10 as-
sembly instructions including the reconstruction using linear
interpolation.

6. Results

We implemented both the software and the hardware vari-
ant of the proposed framework. The software implementa-
tion was evaluated on a PC equipped with Athlon 800MHz
running Linux. The hardware implementation was tested on
a PC with Athlon 1.8GHz, and an NVIDIA GeForceFX
graphics card. We used the following images in our tests:
the Memorial church [Devebec and Malik 97] (512x768
pixels), the Hotel room [Crone, Fawler and Kerrigan 97]
(3000x1950 pixels), and the Aeroport [Ehrlich, Ward 97]
(1024x705 pixels)21. The images are depicted in Figures 1,
Figure 5, and Figure 6.

6.1. Software Implementation

We conducted a series of tests to capture the behavior of
different parts of the framework in dependence on the type
of the sampling algorithm, the number of samples, and the
type of interpolation. For the first series of tests, we used the
tone mapping operator of Pattanaik et al.12. To evaluate the
time performance, we measured the time of the sampling,
the tone mapping, the fitting, the reconstruction, and the total
time. The results are summarized in Table 6.1.

Our framework provides a speedup of Pattanaik’s operator
in the range between 9.23 and 17.6. For example using 1000
samples, our method accelerates the operator 16.18 times on
an image of 3000x1950 pixels. We can see that downsam-
pling provides more accurate results than random sampling
at the cost of a slight increase in computational time. As the
number of samples increases, the accuracy of random sam-
pling becomes comparable with downsampling. In order to
reduce the increased of computational costs of downsam-
pling, we tried the filtered random sampling approach. We

have obtained good results using a filter window size of 3x3
and 2000 samples. In Figure ?? we can see that the results
for filtered random sampling are comparable to downsam-
pling, but the computational cost is at the level of random
sampling as shown in Table 6.1.

For all measurements, the time of the reconstruction is the
major component of the total computational time. This jus-
tifies the subdivision of the computation between the GPU
and CPU depicted in Figure 2, which suggest to implement
the reconstruction in the GPU.
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Figure 4: Fitting accuracy of the framework using random
sampling, downsampling with 1000 samples, and filtered
random sampling with 2000 samples. The tone mapping op-
erators used are Pattanaik et al. 00 and Drago et al. 03, both
on the Memorial church image.

We also evaluated our method using other tone mapping
operators, namely the operator of Tumblin et al.18 and the
operator of Drago et al.4. For each input image we measured
the results obtained by direct application of tone mapping
and the results obtained by applying our technique using ran-
dom sampling with 1000 samples and linear interpolation.
Table 6.1 summarizes the results.

time
image operator orig. accel. speedup

[ms] [ms] [-]

hotel
Pattanaik et al. 00 54852 3391 16.18
Tumblin et al. 93 5657 3344 1.70
Drago et al. 03 9359 3336 2.81

Aeroporto
Pattanaik et al. 00 6815 426 16.00
Tumblin et al. 93 687 404 1.70
Drago et al. 03 1154 400 2.89

Table 2: Evaluation of the framework applying three tone
mapping operators using random sampling (1000 samples)
and linear interpolation on three different images.
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time
sampling #samples samp. TM fit reconst. total speedup

[ms] [ms] [ms] [ms] [ms] [-]

no acceleration - - 54852 1.0

halton

300 0.642 3.232 0.012 3118 3122 17.57
1000 2.287 7.212 0.029 3381 3391 16.18
2000 5.780 10.968 0.055 3423 3440 15.94
3000 7.823 13.071 0.074 3469 3490 15.72

downs.

300 2024 3.604 0.014 3131 5159 10.63
1000 2024 13.834 0.132 3522 5557 9.870
2000 2051 20.075 0.162 3729 5800 9.457
3000 2032 30.080 0.300 3879 5941 9.233

filt rand. 3x3

300 1.098 3.498 0.013 3222 3226 17.00
1000 3.833 11.260 0.047 3610 3625 15.13
2000 7.906 19.992 0.162 3813 3841 14.28
3000 12.127 29.502 0.330 3963 4005 13.70

Table 1: Evaluation of the framework in software using Pattanaik’s operator on the hotel room.

We can observe that all three complex global operators
are sped up, and that the time performance of the frame-
work is practically independent from the tone mapping op-
erator used: The accelerated time in Table 6.1 is practically
the same for all tested operators.

6.2. Hardware Implementation

For an evaluation of the hardware implementation of the
method we used a simple OpenGL interactive application,
which uses high dynamic range environment maps. The tests
were conducted only for the tone mapping curve produced
by the Ashikhmin operator. We measured the time perfor-
mance of the method in dependence on the type of the sam-
pling technique. We also measured the time of the actual
tone mapping itself (executed on the CPU), and the total
frame time. We also measured the time performances of a di-
rect GPU implementation of the tone mapping operator used
in these experiments. Note that we did not encounter any
significant delays due to latency between CPU and GPU be-
cause only a very small image is read back from the graphics
card into main memory. The results are summarized in Ta-
ble 3.

The results show that the hardware implementation pro-
vides real-time performance to Ashikhmin’s tone mapping
operator. Our interactive test application was running at 65
to 80 frames per second. It is interesting to note that our
framework can even compete in terms of speed against a di-
rect hardware implementation of the quite simple Ashikhmin
operator, albeit at reduced quality due to the sampling. The
filtered random sampling technique does not cause a notice-
able performance degradation as compared to random sam-
pling, but provides better image quality.

Our original experiments with the hardware implemen-
tation revealed significant temporal aliasing in the form of

time
samp. samples TM CPU total FPS

[ms] [ms] [-]

random 1024 1.23 18.71 56
downs. 1024 1 21.42 48

filt. rand. 3x3 1024 1.01 18.87 56
direct GPU - - 19.76 51

Table 3: Evaluation of the real-time application using
Ashikhmin’s tone mapping operator accelerated by our
framework in hardware, and its direct implementation on the
GPU. The image resolution is 512x512.

flickering. This occurred especially when random sampling
was used, because the input parameters of the used tone
mapping algorithms, i.e., minimum, maximum or average,
were not captured well by the small sample set used in the
implementation. In order to reduce these artifacts, we reuse
each sample for a certain number of frames as discussed
by Scheel et al.14. Note that the measurements in Table 3
already reflect this improvement. Each sample was reused
for 8 frames, which reduced the flickering by a significant
amount. An interesting observation was that even the direct
implementation of the Ashikhmin operator exhibited notice-
able flickering in dynamic scenes.

7. Conclusion and Future Work

We have presented a framework that delivers interactive per-
formance to complex global tone mapping operators. When
integrated into the rendering pipeline, the proposed frame-
work allows studying the response of complex global tone
mapping operators interactively. It also enables to select in-
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teractively the most appropriate tone mapping operator for a
given application.

The structure of the framework is designed for easy inte-
gration into the rendering pipeline of recent graphics hard-
ware. Unlike previous tone mapping techniques using graph-
ics hardware, our method does not require modification of
the rendering pipeline as it works as a postprocess on a high
dynamic range image. We proposed an efficient subdivision
of the workload between the CPU and the GPU. The tone
mapping operator is applied on the CPU, which maintains
the generality of the method. The GPU resolves the com-
putationally simple but costly stages of the algorithm. An
important feature of the framework is that the GPU imple-
mentation is simple and it does not need to be modified for
an application with a different tone mapping operator.

The hardware implementation of our method shows a
speedup of one order of magnitude compared to the pure
software solution. This proves the potential of the proposed
technique for interactive rendering applications.

The modularity of the proposed framework enables to
concentrate on improving each of its parts independently. We
currently work on improving the sampling algorithms in or-
der to reduce temporal aliasing artifacts. Another interesting
topic is an extension of the framework for the use with local
tone mapping operators.
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Figure 5: The Aeroport [C. Ehrlich, G.Ward, 97] (1024x705); The top images are obtained using the original tone mapping
operators, the bottom images are obtained by applying our framework. (Left) Pattanaik et al.12; (center) Drago et al.4; (right)
Tumblin et al.18.

Figure 6: Hotel room [Crone, Fawler and Kerrigan 97] (3000x1950); The top images are obtained using the original tone
mapping operators, the bottom images are obtained by applying our framework. (Left) Pattanaik et al.12; (center) Drago et al.4;
(right) Tumblin et al.18
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