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Abstract or surfaces are visible in a synthesized image of a 3D

scene. These problems are knownvisble lineand
Visibility computation is crucial for computer graphicwisible surfacedetermination or akidden lineandhid-
from its very beginning. The first visibility algorithmsden surfaceemoval. The classical visible line and visi-
in computer graphics aimed to determine visible suple surface algorithms were developed in the early days
faces in a synthesized image of a 3D scene. Nowa-computer graphics in the late 60’s and the begin-
days there are many different visibility algorithms foning of the 70's (Sutherlandt al., 1974). These tech-
various visibility problems. We propose a new taxomigques were mostly designed for vector displays. Later,
omy of visibility problems that is based on a classifivith increasing availability of raster devices the tradi-
cation according to the problem domain. We provid®nal techniques were replaced by the z-buffer algo-
a broad overview of visibility problems and algorithmsithm (Catmull, 1975). Nowadays, we can identify two
in computer graphics grouped by the proposed taxomidely spread visibility algorithms: the z-buffer for vis-
omy. The paper surveys visible surface algorithmible surface determination and ray shooting for comput-
visibility culling algorithms, visibility algorithms for ing visibility along a single ray. The z-buffer and its
shadow computation, global illumination, point-baseuodifications dominate the area of real-time rendering
and image-based rendering, and global visibility comnahereas ray shooting is commonly used in the scope
putations. Finally, we discuss common concepts of vigf global illumination methods. Besides these two ele-
ibility algorithm design and several criteria for the clagnentary methods there is a plethora of visibility algo-
sification of visibility algorithms. rithms for various specific visibility problems.

Several surveys of visibility methods have been pub-
lished. The classical survey of Sutherland, Sproull,
1 Introduction and Schumacker (1974) covers ten traditional visi-
ble surface algorithms. This survey was updated by
Visibility is studied in computer graphics, architecturézrant (1992) who provides a classification of visibil-
computational geometry, computer vision, robotic8y algorithms that includes newer rendering paradigms
telecommunications, and other research areas. In #ligh as distributed ray tracing. A survey of Du-
paper we discuss visibility problems and algorithni@nd (1999) provides a comprehensive multidisci-
from the point of view of computer graphics. plinary overview of visibility techniques in various re-
Computer graphics aims to synthesize images of v§earch areas. A recent survey of Cohen-Or et al. (2002)
tual scenes by simulating the propagation of light. Visitmmarizes visibility algorithms for walkthrough ap-
bility is a crucial phenomenon that is an integral part @fications.
the interaction of light with the environment. The first In this paper we aim to provide a new taxonomy of
visibility algorithms aimed to determine which linewisibility problems encountered in computer graphics



based on the problem domain. The taxonomy shouldThe domain description is independent of the dimen-
help to understand the nature of a particular visibilitsion of the scene, i.e. the problem of visibility from a
problem and provides a tool for grouping problems giint can be stated for 2D,%D, and 3D scenes. The
similar complexity independently of their target appliactual domains however differ depending on the scene
cation. We provide a broad overview of visibility probdimension. For example, as we shall see later, visibility
lems and algorithms in computer graphics grouped Bypm a polygon is equivalent to visibility from a region
the proposed taxonomy. The paper surveys visible sur2D, but not in 3D.
face algorithms, visibility culling algorithms for, visi- The problem domains can further be categorized as
bility algorithms for shadow computation, global illu-discrete or continuous. A discrete domain consists of a
mination, point-based and image-based rendering, dimite set of lines (rays), which is a common situation
global visibility computations. when the problem aims at computing visibility with re-
In contrast to the previous surveys, we focus apect to a raster image.
the common ideas and concepts rather than algorith-
mic details. We aim to assist a potential algorith® 1 1 The dimension of visibility problems
designer in transferring the concepts developed in the
computer graphics community to solve visibility probWWe assume that a line jrimal spacecan be mapped
lems in other research areas. to a point inline space(Stolfi, 1991; Pellegrini, 1997;
Teller, 1992b; Durand, 1999). In 3D there are four de-
o grees of freedom in the description of a line and thus the
2 Taxonomy of VISIbI|Ity problems corresponding line space is four-dimensional. Fixing
certain line parameters (e.g. direction), the problem-
Visibility is a phenomenon that can be defined by meansievant line set, denoteﬁi’ forms ak-dimensional
of mutually unoccluded points: two points are mutlsubset ofR*, where0 < k < 4. The superscript3)
ally visible if the line segment connecting them is urexpresses the dimension of primal space, the subscript
occluded. From this definition we can make two Obsq&;) corresponds to one of the problem domain claskes:
vations: (1) lines carry visibility, (2) two points can béor visibility along a line,p for visibility from a point, s
visible regardless of their distance. for visibility from a line segmenty for visibility from a
The first observation says that the domain of a visibibolygon, for visibility from a region, andy for global
ity problem is formed by the set of lines through whichisibility.
the scene entities might be visible. We call this set the|n 2D there are two degrees of freedom in the de-
problem-relevant line sefThe second observation sayscription of a line and the corresponding line space
that visibility of scene entities is independent of thejs two-dimensional. Therefore, the problem-relevant

spatial proximity. line set£? forms ak-dimensional subset 622, where
0 < k < 2. An illustration of the concept of the
21 Problem domain problem-relevant line set is depicted in Figure 1.

S For the purpose of this discussion we define the di-
The problem domain is given by the problem-relevagiension of the visibility problem as the dimension of
line set, i.e. by the set of lines involved in the solutiofhe corresponding problem-relevant line set.
of the problem. Computer graphics deals with the fol-
lowing domains: s .
Wing ! 2.2 Visibility along a line

1. visibility along a line The simplest visibility problems deal with visibility

. visibility from a point along a single line. The problem-relevant line set is
zero-dimensional, i.e. it is fully specified by the given
. visibility from a line segment line. The visibility along a line problems can be solved

by computing intersections of the given line with the

2

3

4. visibility from a polygon scene objects.
5

6

. visibility from a region The mqst common v_isibility along a line problem is
ray shooting(Arvo & Kirk, 1989). Given a ray, ray
. global visibility shooting determines the first intersection of the ray with
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Figure 1: Problem-relevant line sets in 2D} corresponds to a single point that is a mapping of the given line.
[,12) is formed by points lying on a line. This line is a dual mapping of the ppinf? is formed by a 2D subset
induced by the intersection of dual mappings of endpoints of the given segment.

a scene object. A similar problem to ray shooting is
point-to-pointvisibility. Point-to-point visibility deter-
mines whether the line segment between two points is
unoccluded, i.e. the line segment has no intersection
with an opaque object in the scene. Another visibility  yiew point
along a line problem is determining tmeaximal free
line segmentsn a given line. See Figure 2 for an illus-
tration of typical visibility along a line problems.

viewing plane

2.3 Visibility from a point

Lines intersecting a pointin 3D can be described by twgqyre 3: Visibility from a point. Lines intersecting a

parameters. For example the lines can be expressedyBint can be described by a point of intersection with a
an intersection with a unit sphere centered at the 9iVBfane.

point. The most common parametrization describes a
line by a point of intersection with a (viewing) plane
(see Figure 3). The typical visibility from a point problem iwisi-

In 3D the problem-relevant line séﬁ is a 2D subset ble surface determinatio@Foley et al, 1990). Due
of the 4D line space. In 2[7):12) is a 1D subset of the 2Dto its importance for image synthesis visible surface
line space. Thus to solve visibility from a point in 3Ddetermination covers the majority of existing visibil-
(2D) accurately we need to account for visibility alongy algorithms in computer graphics. The problem of
each line of the 2D (1D) set. point-to-region visibilityaims to classify a region as vis-



oA A

Figure 2: Visibility along a line. (left) Ray shooting. (center) Point-to-point visibility. (right) Maximal free line
segments between two points.

ible, invisible, or partially visible with respect to the Thesegment-to-region visibilitfWonkaet al., 2000)
given point (Teller & £quin, 1991). Another visibility is used for visibility preprocessing ir%D scenes. Visi-
from a point problem is the construction of thisibility  bility from a line segment also arises in the computation
map(Stewart & Karkanis, 1998), i.e. a graph describingf soft shadows due to a linear light source (Heidrich
the given view of the scene including its topology. et al, 2000).

2.4 Visibility from a line segment 2.5 Visibility from a polygon

Lines intersecting a line segment in 3D can be describ@BD, lines intersecting a polygon can be described by
by three parameters. One parameter fixes the intEur parameters (Gat al, 1997; Pellegrini, 1997). For
section of the line with the segment the other two efxample: two parameters fix a point inside the poly-
press the direction of the line. Thus we can imatje 90N, the other two parameters describe a direction of
as a 1D set of? that are associated with all pointéhe line. We can imagin€;, as a 2D set oL} associ-

on the given segment (see Figure 4). The proble@ed with all points inside the polygon (see Figure 4).
relevant line set’? is three-dimensional ang? is two- £, is a four-dimensional subset of the 4D line space.
dimensional. An interesting observation is that in 200 2D, lines intersecting a polygon consists of sets that
visibility from a line segment already reaches the dibtersect the boundary line segments of the polygon and

mension of the whole line space. thus [/% is two-dimensional. VlSlblllty from a pOly-
gon problems include computing a form-factor between
segment plane line space two polygons (Gorakt al, 1984), soft shadow algo-
g lines rithms (Chin & Feiner, 1992), and discontinuity mesh-
Tols objec o Q ing (Heckbert, 1992).
Jo

0 Los "o I%D 2.6 Visibility from a region

0.5

VK Ly VQ L, Lines intersecting a volumetric region in 3D can be de-

X N scribed by four parameters. Similarly to the case of
lines intersecting a polygon two parameters can fix a

0 05 1 point on the boundary of the region, the other two fix
the direction of the line. Thug? is four-dimensional

Figure 4: Visibility from a line segment. Lines interand the corresponding visibility problems belong to the
secting a line segment formdZ. The figure shows asame complexity class as the from-polygon visibility
possible parametrization that stacks up 2D planes. EgBblems. In 2D, visibility from a 2D region is equiv-

plane corresponds to mappings of lines intersectingarnt to visibility from a polygon? is a 2D subset of
point on the given line segment. 2D line space.




to those of visibility from a region problems there is
no given set of reference points from which visibility
is studied and thus there is no given priority ordering
of objects along each particular line. Therefore an ad-
ditional parameter must be used to describe visibility
(e.g. visible objects) along each ray. Additionally, the
global visibility problems typically deal with a much
larger sets of rays.

Global visibility problems include view space parti-
tioning (Plantingaet al,, 1990), computation of the visi-
bility complex (Pocchiola & Vegter, 1993), or visibility
skeleton (Duranet al, 1997).

Figure 5: Visibility from a polygon. The figure depict2.8 Summary
boundary rays of line sets through which the three pol

gons are visible the summary of the taxonomy of visibility problems

is given in Table 1. The classification according to
the dimension of the problem-relevant line set provides
A typical visibility from a region problem is the means for understanding how difficult it is to compute
problem ofregion-to-regionvisibility (Teller & Séquin, and maintain visibility for a particular class of prob-
1991) that aims to determine if the two given regiorléms. For example a data structure representing the visi-
in the scene are mutually visible, invisible or partiallpple or occluded parts of the scene for the visibility from
visible (see Figure 6). The region-to-region visibilit point problem needs to partition 20; into visible
problem arises in the context of computingatentially and occluded sets of lines. This observation conforms
visible se{PVS), i.e. the set of objects potentially visiwith the traditional visible surface algorithms that par-

ble from any point inside the given region. tition an image into empty/nonempty regions and asso-
. . ciate each nonempty region (pixel) with a visible object.
primal space line space In this case the image represenﬂ% as each point of

7 theimage corresponds to a line through that point. To
---------- : analytically describe visibility from a region a subdivi-
A % { | sionof4DL? should be performed. This is much more

: difficult than the 2D subdivision. Moreover the descrip-
/ tion of visibility from a region involves non-linear sub-
B BY - : divisions of both primal space and line space even for
= polygonal scenes (Teller, 1992a; Durand, 1999). The
classification also shows that solutions to many visi-
bility problems in 2D do not extend easily to 3D since

Figure 6: Region-to-region visibility. Two regions angyey, jnyolve line sets of different dimensions (Durand,
two occluders in a 2D scene. In line space the regiopgggy.

to-region visibility can be solved by subtracting the set
of lines intersecting objectd and B from lines inter-

secting both regions. 3 Visibility problems and algo-
rithms

2.7 Global visibility . . . . o
This section provides an overview of representative vis-
Global visibility problems pose no restrictions on thivility problems and algorithms. We do not aim to give
problem-relevant line set as they consider all lines detailed descriptions of the algorithms. Instead we pro-
the scene. Thusg is four-dimensional and:g is two- vide a catalog of visibility algorithms structured accord-
dimensional. Although these dimensions are equivaléng to the taxonomy. Within each class of the taxonomy



problem dimension of common
domain LY problems
- . ray shooting
visibility along a line 0 point-to-point visibility
- . view around a point
2D visibility from a point ! point-to-region visibility
visibility from a line segment
visibility from a polygon 2 region-to-region visibility
visibility from a region PVS
global visibility
N . ray shooting
visibility along a line 0 point-to-point visibility
visible (hidden) surfaces
visibility from a point 2 point-to-region visibility
visibility map
hard shadows
3D segment-to-region visibility
visibility from a line segment 3 soft shadows
PVS in 22D scenes
region-to-region visibility
visibility from a polygon PVS
visibility from a region 4 aspect graph
global visibility soft shadows
discontinuity meshing

Table 1: Classification of visibility problems according to the dimension of the problem-relevant line set.

the algorithms are grouped according to the actual visias presented by Havran (2000).
bility problem or important algorithmic features.

3.1 Visibility along a line Point-to-point visibility — Point-to-point visibility is

. o . used within the ray tracing algorithm (Whitted, 1979) to
Ray shooting Ray shooting is the most CommOn Visgegt \yhether a given point is in shadow with respect to
ibility along a line problem. Given a ray, ray shooting, noint light source. This query is typically resolved by
determines the first intersection of the ray with a SCeREsting shadow rays from the given point towards the
object. Ray shooting was first used by Appel (1968) {ynt source. This process can be accelerated by pre-
solve the visible surface problem for each pixel of ﬂﬁ'ocessing visibility from the light source (Haines &

image. Ray shooting is the core of &g tracingalgo- - Greenberg, 1986; Woo & Amanatides, 1990) (see Sec-
rithm (Whitted, 1979) that follows light paths from the;,, 3 2 5 for more details).

view point backwards to the scene. Many recent meth-

ods use ray shooting driven by stochastic sampling for

more accurate simulation of light propagation (Kajiya,

1986; Arvo & Kirk, 1990). A naive ray shooting algo-3.2  Visibility from a point

rithm tests all objects for intersection with a given ray

to find the closest visible object along the raydrn) Visibility from a point problems cover the majority of
time (wheren is the number of objects). For complewisibility algorithms developed in the computer graph-
scenes even the linear time complexity is very restrics community. We subdivide this section according to
tive since a huge amount of rays is heeded to synthedize subclasses: visible surface determination, visibility
an image. An overview of acceleration techniques foulling, hard shadows, global illumination, and image-
ray shooting was given by Arvo (1989). A recent survdyased and point-based rendering.



3.2.1 \Visible surface determination seen from an arbitrary view point. Improved output-
. o ) ) __ sensitive variants of the algorithm generate a front-to-
Visible surface determination aims to determine Visib|g, -k order of polygons and an image space data struc-

surfaces in the synthesized image, which is the m@gfe for correct image updates (Gordon & Chen, 1991;
common visibility problem in computer graphics. Naylor, 1992).

Z-buffer  The z-buffer, introduced by Catmull (1975) Area subdivision algorithms Warnock (1969) devel-
is one of the simplest visible surface algorithms. lisped an area subdivision algorithm that subdivides a
simplicity allows an efficient hardware implementatiogiven image area into four rectangles. In the case that
and therefore the z-buffer is nowadays commonly availisibility within the current rectangle cannot be solved,
able even on low cost graphics hardware. The z-bufféie rectangle is recursively subdivided. The subdivision
is a discrete algorithm that associates a depth value wigherminated when the area matches the pixel size. The
each pixel of the image. The z-buffer performs discretégorithm of Weiler and Atherton (1977) subdivides the
sampling of visibility and therefore the rendering algdmage plane using the actual polygon boundaries. The
rithms based on the z-buffer are prone to aliasing (Cailgorithm does not rely on a pixel resolution but it re-
penter, 1984). quires a robust polygon clipping algorithm.

The z-buffer algorithm is natutput sensitiveince it
needs to rasterize all scene objects even if many objega%m line algorithms The scan-line visibility algo-
are invisible. This is not restrictive for scenes whetgy s extend the scan conversion of a single poly-
most of the scene elements are visible, such as a single, (Foleyet al, 1990). They maintain an active edge
albeit complex object. For large scenes with high de le that indicates which polygons span the current
complexity the processing of invisible objects causegap jine, The scan line coherence is exploited using
significantoverdraw Overdraw expresses how many,remental updates of the active edge table similarly

polygons are rasterized at a pixel (only the closest poly; ihe scan conversion of a single polygon.
gon is actually visible). The overdraw problem is ad-

dressed by visibility culling methods that will be dis- . ) . .
cussed in Section 3.2.4. Ray casting Ray casting (Appel, 1968) is a visible

surface algorithm that solves visibility by ray shooting.
More specifically by shooting rays through each pixel
List priority algorithms  List priority algorithms de- in the image. The advantage of ray casting is that it is
termine an ordering of scene objects so that a corrégtierently output sensitive (Walet al, 2001).
image is produced if the objects are rendered in this or-
der. Typically c_)bjects are processed in back-to-front W RRY sibility maps
der: closer objects are painted over the farther ones'in
the frame buffer. In some cases no suitable order ex-visibility map is a graph describing a view of the
ists due to cyclic overlaps and therefore some object§gene including its topology. Stewart and Karka-
have to be split. The list priority algorithms differ acnis (1998) proposed an algorithm for the construction
cording to which objects get split and when the splittingf approximate visibility maps using dedicated graphics
occurs (Foleyet al, 1990). Thedepth sort algorithm hardware. They use an item buffer and graph relaxation
by Newell et al. (1972) renders polygons in the frame determine edges and vertices of visible scene poly-
buffer in the order of decreasing distance from the viegons and their topology. Grasset et al. (1999) dealt with
point. This is performed by partial sorting of polysome theoretical operations on visibility maps and their
gons according to their depths and resolving possikdpplications in computer graphics. Bittner (2002a) uses
depth overlaps. A simplified variant of this algorithna BSP tree to calculate and represent the visibility map.
that ignores the overlap checks is called ganter's
algorithm due to the similarity to the way a painte 5 3 gack face culling and view frustum culling
might paint closer objects over distant ones. Bheary
space partitioningdBSP) tree introduced by Fuchs, KeBack face culling aims to avoid rendering of polygons
dem, and Naylor (1980) allows the efficient calculatiotinat are not facing the view point. View frustum culling
of visibility ordering among static polygons in a sceneliminates polygons that do not intersect the viewing



frustum. These two methods are heavily exploited ity changes. Bittner et al. (1998) construct an occlusion
real-time rendering applications. Both techniques privee that merges occlusion volumes of the selected oc-
vide simple decisions, but they do not account for ocluders.

clusion. See Mller and Haines (1999) for a detailed

discussion. Urban scenes Visibility algorithms for indoor scenes

use a natural partitioning of architectural scenes into

3.2.4 Visibility culling cells and portals. Cells correspond to rooms and portals

o ] ) . _ correspond to doors and windows (Aireyal, 1990).
Visibility culling algorithms aim to accelerate rendering ,epke and Georges (1995) proposed a simple conser-
of large scenes by quickly culling invisible parts of thgative cell/iportal visibility algorithm for indoor scenes.
scene. Thg final hidden surface re_m_oval is typ|cally car-\wonka and Schmalstieg (1999) used occluder shad-
ried out using the z-buffer. To avoid image artifacts vigsys and the z-buffer for visibility culling in £D scenes
ibility culling algorithms are usuallgonservativei.e., gnd Downs et al. (2001) use occlusion horizons main-

they never classify a visible object as invisible. In regjzineq by a binary tree for the same class of scenes.
time rendering applications the scene usually consists
of a large set of triangles. Due to efficiency reasons it is

common to calculate visibility for a group of triangled €'7@inS  Terrain visibility algorithms developed in

rather than for each triangle separately. t_he GIS and the computatio_nal_ geometry_ communi-
ties are surveyed by De Floriani and Magillo (1995).

In computer graphics, Cohen-Or et al. (1995) pro-
General scenes The z-buffer is a basic and robust to%osed an a|gorithm that reduces a V|S|b|||ty from a
for hidden surface removal, but it can be very inefficieRjoint problem in 2D to a series of problems inlD.
for scenes with a high depth-complexity. This problemee and Shin (1997) use vertical ray coherence to ac-
is addressed by thigierarchical z-bufferalgorithm de- celerate rendering of a digital elevation map. Lloyd
veloped by Greene et al. (1993). The hierarchical Znd Egbert (2002) use an adaption of occlusion hori-

buffer uses a z-pyramid to represent image depths afhs (Downset al, 2001) to calculate visibility for ter-
an octree to organize the scene. The z-pyramid is usgghs.

to test visibility of octree bounding boxes. Zhang et

al. (1997) proposed an algorithm that replaces the z-

pyramid by ahierarchical occlusion ma@and adepth 25 Hard shadows

estimation bufferThis approach was further studied byhe presence of shadows in a computer generated im-

Aila (2000). age significantly increases its realism. Shadows provide
Newer graphics hardware provides an occlusion tésiportant visual cues about position and size of an ob-

for bounding boxes (e.g. ATI, NVIDIA). The problemject in the scene. A shadow due to a point light source

of this occlusion test is that the result of such an ognd an object is the volume from which the light source

clusion query is not readily available. A straightforis hidden by the object. We discuss several important

ward algorithm would therefore cause many unneceggorithms for computing hard shadows. A detailed

sary delays (pipeline stalls) in the rendering. The focdscussion of shadow algorithms can be found in (Woo

of research has now shifted to finding ways of ordest al, 1990) and (Mbller & Haines, 1999).

ing the scene traversal to interleave rendering and vis-

ibility queries in an efficient manner (Hest al,, 2001,

. . R i Ray traci Whi , 197 -
Klosowski & Silva., 2001). ay tracing Ray tracing (Whitted, 1979) does not ex

plicitly reconstruct shadow volumes. Instead it samples
points on surfaces using a point-to-point visibility query
Scenes with large occluders Another class of algo- (see Section 2.2) to test if the points are in shadow.
rithms selects several large occluders and performs visacing of shadow rays can be significantly accelerated
ibility culling in object space. Hudson (1997) useby using a light buffer introduced by Haines and Green-
shadow volumes of each selected occluder indepdéerg (1986). The light buffer is a 2D array that asso-
dently to check visibility of a spatial hierarchy. Coorgiates with each entry a list of objects intersected by the
and Teller (1997) track visibility from the view pointcorresponding rays. Woo and Amanatides (1990) pro-
by maintaining a set of planes corresponding to visibjposed to precompute shadowed regions with respect to



the light source and store this information within the Z

spatial subdivision. S jigh sriioe \\,.~ g

Shadow maps Shadow maps proposed by - ]

Williams (1978) provide a discrete representation

of shadows due to a single point light source. A shadow

map is a 2D image of the scene as seen from the ligh

source. Each pixel of the image contains the depth o

the closest object to the light source. The algorithm.

constructs a shadow map by rendering the scene into —

z-buffer using the light source as the view point. Then —

thg SCENE 1S r_endere_d using a given view and V'S'qéfgure 7: A mesh resulting from subdividing the scene

points are projected into the shadow map. The deptl¥ L
o .~ using a SVBSP tree. The darker patches are invisible

value of a point is compared to the value stored in tl?re m the light source

shadow map. If the point is farther than the storeao '

value it is in shadow. This algorithm can be accelerated

using graphics hardware (Segalal, 1992). Shadow 3 2.6 Global illumination

maps can represent shadow due to objects defined

by complex surfaces, i.e. any object that can He€am tracing Thebeam tracingdesigned by Heck-

rasterized into the shadow map is suitable. In contr&grt and Hanrahan (1984) casts a pyramid (beam) of

to ray tracing the shadow map approach exp"citr@ys rather than Shooting a Single ray at a time. The re-

reconstructs the shadow volume and represents it i§Wting algorithm makes use of ray coherence and elim-

discrete form. Several techniques have been propodeies some aliasing connected with the classical ray

to reduce the aliasing due to the discretization (Gra#@cing.

1992; Stamminger & Drettakis, 2002).

Cone tracing The cone tracingproposed by Ama-
natides (1984) traces a cone of rays at a time instead
of a polyhedral beam or a single ray. In contrast to the

Shadow volumes The shadow volume of a polygonbeam tra}cing thg 'al_glorithm does not determine precise
with respect to a point is a semi infinite frustum. ThBoundaries of visibility changes. The cones are inter-
intersection of the frustum with the scene boundirfcted with the scene objects and at each intersected ob-
volume can be explicitly reconstructed and represent€§t @ N€w cone (or cones) is cast to simulate reflection
by a set of shadow polygons bounding the frustufdnd refraction.

Crow (1977) proposed that these polygons can be used

to test if a point corresponding to the pixel of th8undle tracing Most stochastic global illumination
rendered image is in shadow by counting the numb@ethods shoot rays independently and thus they do not
of shadow polygons in front of and behind the poinéxploit visibility coherence among rays. An excep-
Heidmann (1991) proposed an efficient real-time inion is theray bundle tracingintroduced by Szirmay-
plementation of the shadow volume algorithm. Thi€alos (1998) that shoots a set of parallel rays through
shadow volume BSESVBSP) tree proposed by Chirthe scene according to a randomly sampled direction.
and Feiner (1989) provides an efficient representati®his approach allows to exploit ray coherence by trac-
of a union of shadow volumes of a set of convex polyag many rays at the same time.

gons. The SVBSP tree is used to explicitly compute lit
and shadowed fragments of scene polygons. An adag)tah- 7
tion of the SVBSP method to dynamic scenes was stud-
ied by Chrysanthou and Slater (1995). See Figure 7 farage-based and point-based rendering generate im-
an illustration of the output of the SVBSP algorithm. ages from point-sampled representations like images or

Image-based and Point-based rendering



point clouds. This is useful for highly complex modiine space subdivision maintained by a BSP tree to cal-
els, which would otherwise require a huge number ofilate the PVS. Figure 8 illustrates the concept of a PVS
triangles. A point is infinitely small by definition andin a Z%D scene.

so the visibility of the point samples is determined us-

ing a local reconstruction of the sampled surface that is

inherent in the particular rendering algorithm. 3.3.2  Soft shadows

Heidrich et al. (2000) proposed an extension of the
Image warping McMillan (1997) proposed an algo-shadow map approach fimear light sources (line seg-
rithm for warping images from one view point to anments). They use a discrete shadow map enriched by
other. The algorithm resolves visibility by a correct 0¢ visibility channelto render soft shadows at interac-
clusion compatible traversal of the input image withotil/e speeds. The visibility channel stores the percentage
using additional data structures like a z-buffer. of the light source that is visible at the corresponding
point.
Splatting Most point-based rendering algorithms
project points on the screen usiglatting Splatting -
is used to avoid gaps in the image and to resolve visibi:4 ~ Visibility from a polygon

ity of p_ro_je_qted points, Pflste_r et aI_. (2000) use SOf¥7isibility from a polygon problems are commonly stud-

ware visibility splatiing. Rusinkiewicz et al. (2000 ed by realistic rendering algorithms that aim to capture

use a hardware accel_e rated _z—buffer and Grossman ﬁ‘lﬂﬂmination due to areal light sources. We discuss the

?3333/)(%3?(55);\8/5 t/f;;gillirarchlcal z-buffer (Greenal, following problems: computing soft shadows, evaluat-
Y- ing form factors, and discontinuity meshing.

Random sampling The randomized z-buffealgo-

rithm proposed by Wand et al. (2001) culls triangles ug-4.1 ~ Soft shadows

der the assumption that many small triangles project to . . .

asingle pixel. A large triangle mesh is sampled and Vrigpft shadows appear in scenes with areal light sources.

ibility of the samples is resolved using the z-buffer. T Shf.idOW due to an areal light source consists of two

algorithm selects a sufficient number of sample poin?ﬁrts' umbraand.penum.bra Umbra 1S the part of _thg
hadow from which the light source is completely invis-

so that each pixel receives a sample from a visible ] . . .
angle with high probability. ible. Penumbra is the part from which the light source

is partially visible and partially hidden by some scene
S ) objects. The rendering of soft shadows is significantly
3.3 Visibility from a line segment more difficult than rendering of hard shadows mainly

We discuss visibility from a line segment in the scop%ue to complex visibility interactions in penumbra.

of visibility culling and computing soft shadows.

Ray tracing A straightforward extension of the ray
3.3.1 \Visibility culling tracing algorithm handles areal light sources by shoot-

] o ing randomly distributed shadow rays towards the light
Several algorithms calculate visibility m}:D urbanen- g rce (Coolet al, 1984).

vironments for a region of space using a series of visi-

bility from a line segment queries. The PVS for a given

view cell is a union of PVSs computed for all 'top-Shadow volumes An adaptation of the SVBSP tree

edges’ of the viewing region (Wonlet al,, 2000). for areal light sources was proposed by Chin and
Wonka et al. (2000) use occluder shrinking and poifeiner (1992). Chrysanthou and Slater (1997) used

sampling to calculate visibility with the help of a harda shadow overlap cube to accelerate updates of soft

ware accelerated z-buffer. Koltun et al. (2001) transhadows in dynamic polygonal scenes. For each poly-

form the Z%D problem to a series of 2D visibility prob-gon they maintain an approximate discontinuity mesh

lems. The 2D problems are solved using dual ray spaoeaccurately capture shadow boundaries (discontinuity

and the z-buffer algorithm. Bittner et al. (2001) use meshing will be discussed in the next section).
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Figure 8: APVSina %D scene representing 8 Knof Vienna. (a) A selected view cell and the corresponding
PVS. The dark regions were culled by hierarchical visibility tests. (b) A closeup of the view cell and its PVS. (c)
A snapshot of an observer’s view from a view point inside the view cell.

Shadow textures Heckbert and Herf (1997) proposeday shooting. Campbell and Fussell (1990) extend this
an algorithm constructing a shadow texture for eachethod by using a shadow volume BSP tree to resolve
scene polygon. The texture is created by smoothed pvsibility.

jections of the scene from multiple sample points on the

light source. Soler and Sillion (1998) calculate shadow

textures usin_g convolution of_ the ’point-lig_ht Shado"f)iscontinuity meshing Discontinuity meshing was
map’ and an image representing the areal light Sourcgyoduced by Heckbert (1992) and Lischinski et

al. (1992). A discontinuity mesh partitions scene poly-
3.4.2 Form-factors gons into patches so that each patch 'sees’ a topologi-
i o cally equivalent view of the light source. Boundaries of
Form-factorsare used in radiosity (Goralt al, 1984) he mesh correspond to loci of discontinuities in the illu-
global illumination algorithms. A form-factor ex-mination function. The algorithms of Heckbert (1992)
presses the mutual transfer of energy between twoq | ischinski et al. (1992) construct a subset of the dis-
patches in the scene. Resolving visibility between thgntinuity mesh by casting planes corresponding to the
patches is crucial for the form-factor computation. ertex-edgevisibility events More elaborated methods
capable of creating a complete discontinuity mesh were
Hemi-cube The hemi-cubealgorithm proposed by introduced by Drettakis and Fiume (1994) and Stew-
Cohen and Greenberg (1985) computes a form-factst and Ghali (1994). Discontinuity meshing can be
of a differential area with respect to all patches in thésed for computing accurate soft shadows or to ana-
scene. The form-factor between the two patches is gically calculate form-factors with respect to an areal
timated by solving visibility at the middle of the patcHight source.
assuming that the form-factor is almost constant across
the patch. Thus the hemi-cube algorithm approximates
a visibility from a polygon problem by solving a visi-§.5 Visibility from a region
bility from a point problem. There are two sources 0
errors in the hemi-cube algorithm: the finite reso'“t'ovisibility from a region problems arise in the context

of the hemi-cube and the fact that visibility is sampleg visibility preprocessing. According to our taxonomy

only at one point on the patch. the complexity of the from-polygon and from-region

visibility in 3D is identical. In fact most visibility from
Ray shooting Wallace et al. (1989) proposed a proa region algorithms solve the problem by computing a
gressive radiosity algorithm that samples visibility bgeries of from-polygon visibility queries.
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3.5.1 Visibility culling of the proposed global visibility algorithms is still an

. N . . open problem. Prospectively these techniques pro-
An offline visibility culling algorithm calculates a PVSvide an elegant method for the acceleration of lower-

of objects that are potentially visible from any point inélimensional visibility problems: for example ray shoot-
side a given viewing region.

ing can be reduced to a point location in the ray space

subdivision.
General scenes Durand et al. (2000) proposed ex-

tended projections and an occlusion sweep to calculate _
conservative from-region visibility in general sceneé\SPect graph The aspect graph(Plantingaet al,

Schaufler et al. (2000) used blocker extensions to cok290) partitions the view space into cells that group
pute conservative visibility in scenes represented as V€W Points from which the projection of the scene is

umetric data. Bittner (2002b) proposed an algorithm Jaualitatively equivalent. The aspect graph is a graph de-
ing Plicker coordinates and BSP trees to calculate ex8€fibing the view of the scene (aspect) for each cell of

from-region visibility. A similar method was developedn€ partitioning. The major drawback of this approach
by Nirenstein et al. (2002). is that for polygonal scenes with polygons there can

be ©(n?) cells in the partitioning for an unrestricted

I . . view space.
Indoor scenes Visibility algorithms for indoor scenes P

exploit the cell/portal subdivision mentioned in Sec-

tion 3.2.4. \Visibility from a cell is computed by Visibility complex Pocchiola and Vegter (1993) in-
checking sequences of portals for possible sight-linésduced thevisibility complexhat describes global vis-
Airey (1990) used ray shooting to estimate visibility bebility in 2D scenes. Rivre (1997) discussed the vis-
tween cells. Teller et al. (1991) and Teller (1992b) ugeility complex for dynamic polygonal scenes and ap-
a stabbing line computation to check for feasible poplied it for maintaining a view around a moving point.
tal sequences. Yagel and Ray (1995) present a visibilithe visibility complex was generalized to three dimen-
algorithm for cave-like structures, that uses a regulgions by Durand et al. (1996). No implementation of
spatial subdivision. the 3D visibility complex is known.

Outdoor scenes Outdoor urban scenes are typicallyjisibjlity skeleton Durand et al. (1997) introduced
considered as of 2D nature and visibility is computedihe visibility skeleton The visibility skeleton is a
using visibility from a line segment algorithms disyraph describing the skeleton of the 3D visibility com-
cussed in Section 3.3.1. Stewart (1997) proposed a Cgesx. The visibility skeleton was implemented and ver-
servative hierarchical visibility algorithm that precomifieq experimentally. The results indicate that its worst
putes occluded regions for cells of a digital elevatiqgiyge complexityO(n*logn) is much better in prac-

map. tice. Recently Duguet and Drettakis (2002) improved
the robustness of the method by using robust epsilon-
3.5.2 Sound propagation visibility predicates.

Beam tracing Funkhouser et al. (1998) proposed to

use beam-tracing for acoustic modeling in indoor enydiscrete methods Discrete methods describing visi-
ronments. For each cell (region) of the model they cohility in a 4D grid-like data structure were proposed by
struct a beam tree that captures reverberation paths v@dtirysanthou et al. (1998) and Blais and Poulin (1998).
respect to the cell. The construction of the beam trébese techniques are closely related to theni-

is based on the cell/portal visibility algorithms (Aireygraph (Gortler et al, 1996) andlight field (Levoy

et al, 1990; Teller & ®quin, 1991). & Hanrahan, 1996) used for image-based rendering.
Hinkenjann and Miller (1996) developed a discrete hi-
3.6 Global visibility erarchical visibility algorithm for 2D scenes. Gotsman

et al. (1999) proposed an approximate visibility algo-
The global visibility algorithms typically subdivide rithm that uses a 5D subdivision of ray space and main-
lines or rays into equivalence classes according to thiims a PVS for each cell of the subdivision. A common
visibility classification. A practical application of mostroblem of discrete global visibility data structures is
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their memory consumption required to achieve a reé-1.2 Occluders and occludees

sonable accuracy.
y A number of visibility algorithms restructure the scene

description to distinguish betweestcludersand oc-
cludeegZhanget al, 1997; Hudsoret al,, 1997; Coorg
& Teller, 1997; Bittnert al., 1998; Wonkaet al., 2000).
Opg:cluders are objects that cause changes in visibility

In this section we summarize important steps in the . . L
PO P n{(_%cclusmn). The occluders are used to describe visibil-

sign of a visibility algorithm and discuss common co e
ity, whereas the occludees are used to check visibility
cepts and data structures. Nowadays the research”

the area of visibility is largely driven by the visibiIityWI h respect to the description provided by the occlud-

. . ers. The distinction between occluders and occludees
culling methods. This follows from the fact that we arg - : . .
used mostly by visibility culling algorithms to im-

confronted with a large amount of available data thiat : .
. . . rove the time performance of the algorithm and some-
cannot be visualized even on the latest graphics haﬁ -

ware (Mobller & Haines, 1999). Therefore our discus.Mes even its accuracy. T.yp"?‘f""y' the number of oc-
. T : o cluders and occludees is significantly smaller than the
sion of the visibility algorithm design is balanced to:

.y . Botal number of objects in the scene.
wards efficient concepts introduced recently to solve t eB th th lud d th lud b
visibility culling problem. o e occluders and the occludees can be repre-

sented by ‘virtual’ objects constructed from the scene
primitives: the occluders as simplified inscribed ob-
4.1 Preparing the data jects, occludees as simplified circumscribed objects
such as bounding boxes. We can classify visibility al-
We discuss three issues dealing with the type of dgfarithms according to the type of occluders they deal
processed by the visibility algorithm: scene restrictiongith. Some algorithms use arbitrary objects as occlud-
identifying occluders and occludees, and spatial daigs (Greenet al, 1993; Zhanget al, 1997), other algo-
structures for the scene description. rithms deal only with convex polygons (Hudsenal.,
1997; Coorg & Teller, 1997; Bittneet al,, 1998), or
volumetric cells (Yagel & Ray, 1995; Schaufler al,,
2000). Additionally some algorithms require explicit
Visibility algorithms can be classified according to thknowledge of occluder connectivity (Coorg & Teller,
restrictions they pose on the scene description. The ty}97; Wonka & Schmalstieg, 1999; Schaufegral.,
of the scene primitives influences the difficulty of sol2000). An important class of occluders are vertical
ing the given problem: it is simpler to implement an aprisms that can be used for computing visibility i%l
gorithm computing a visibility map for scenes consisscenes (Wonka & Schmalstieg, 1999; Koltent al,,
ing of triangles than for scenes with NURBS surfaces2001; Bittneret al, 2001) (see Figure 9).

The majority of analytic visibility algorithms deals As occludees the algorithms typically use bounding
with static polygonal scenes without transparency. THelumes organized in a hierarchical data structure (Woo
polygons are often subdivided into triangles for easi& Amanatides, 1990; Coorg & Teller, 1997; Wonka
manipulation and representation. Some visibility agt al, 2000; Koltunet al, 2001, Bittneret al., 2001).
gorithms are designed for volumetric data (Schaufler
et al, 2000; Yagel & Ray, 1995).’ or point CIOUd_S (P_ﬁ521.1.3 Volumetric scene representation
ter et al, 2000). Analytic handling of parametric, im-
plicit or procedural objects is complicated and so theFke scene is typically represented by a collection of
objects are typically converted to a boundary represeasbjects. For purposes of visibility computations it can
tation. be advantageous to transform the object centered repre-

Many discrete algorithms can handle complicatesntation to a volumetric representation (Yagel & Ray,
objects by sampling their surface (e.g. the z-buffer, rd@95; Saona-$izquezet al, 1999; Schaufleet al.,
casting). In particular the ray shooting algorithm (Ap2000). For example the scene can be represented by
pel, 1968) solving visibility along a single line can dian octree where full voxels correspond to opaque parts
rectly handle CSG models, parametric and implicit supf the scene. This representation provides a regular de-
faces, subdivision surfaces, etc. scription of the scene that avoids complicated configu-

4 Visibility algorithm design

4.1.1 Scene restrictions
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algorithm solves visibility using a transformation of the
problem to line space or ray space. Image space al-
gorithms can also be seen as an important subclass of
line space methods for computing visibility from a point
problemsin 3D. The image space methods solve visibil-
ity in a plane that represents the problem-relevant line
setﬁf;: each ray originating at the given point corre-
sponds to a point in the image plane.

Note that in our classification even an image space
algorithm can be continuous and an object space al-
gorithm can be discrete. This classification differs
from the understanding of image space and object
space algorithms that considers all image space algo-
rithms discrete and all object space algorithms continu-

Figure 9: Occluders in an urban scene. In urban sce@&$ (Sutherlanét al, 1974).
the occluders can be considered vertical prisms erected
above the ground. 4.3 Accuracy

According to the accuracy of the result visibility algo-
rations or overly detailed input. Furthermore, the repréthms can be classified into the following three cate-
sentation is independent of the total scene complexitgories (Cohen-Oet al, 2002):

. e exact,
4.2 The core: solution space data struc-

tures e conservative,

The solution space is the domain in which the algorithm ® approximate.

determines the desired result. For most visibility algo-

rithms the solution space data structure represents th&n €xact algorithm provides an exact analytic result
invisible (occluded) volume or its boundaries. In th{f" the given problem (in practice however this result
case that the dimension of the solution space matctizgommonly influenced by the finite precision of the
the dimension of the problem-relevant line set, the vitoating point arithmetics). A conservative algorithm
ibility problem can often be solved with high accurac vere;tlmates visibility, I.e. it never MISSES any Visi-
by a single sweep through the scene (Bittner, 2002b)P!€ 0bject, surface or point. An approximate algorithm
Visibility algorithms can be classified according t§"°vides only an approximation of the result, i.e. it can
the structure of the solution space as discrete or cAipth overestimate and underestimate visibility.
tinuous. For example the z-buffer (Catmull, 1975) is a The classification according to the accuracy can be

common example of a discrete algorithm whereas tj&/Strated easily on computing a PVS: an exact algo-
Weiler-Atherton algorithm (Weiler & Atherton, 1977)rlthm computes an exact PVS. A conservative algorithm
is an example of a continuous one computes a superset of the exact PVS. An approximate

We can further distinguish the algorithms accordi go.rithm'computes an apprqximation to the e'xact' PVS
to the semantics of the solution space (a similar clas at is neither its subset nor its superset considering alll

fication was given by Durand (1999)): possible inputs_.
A more precise measure of the accuracy can be ex-

pressed as a distance from an exact result in the solution
space. For example, in the case of PVS algorithms we
¢ dual space (image space, line space, ray space)could evaluate relative overestimation and relative un-
derestimation of the PVS with respect to the exact PVS.
A primal space algorithm solves the problem bin the case of discontinuity meshing we can classify
studying the visibility between objects without a translgorithms according to the classes of visibility events
formation to a different solution space. A dual spadbey deal with (Stewart & Ghali, 1994; Durand, 1999).

e primal space (object space)
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In the next section we discuss an intuitive classification Sutherland et al. (1974) identified several different
of the ability of a visibility algorithm to capture occlu-types of coherence in the context of visible surface al-
sion. gorithms. We simplify the classification proposed by
Sutherland to reflect general visibility algorithms and
distinguish between the following three typesviibil-

ity coherence

The occluder fusionis the ability of a visibility algo- Spatial coherence Visibility of points in space
rithm to account for the combined effect of multiple oc- 10145 to be coherent in the sense that the visible

cluders. We can distinguish three types of fusion of um- part of the scene consists of compact sets (regions)

bra for visibility from a point algorithms. In the case of ¢ \isible and invisible points.

visibility from a region there are additional four types

that express fusion of penumbra (see Figure 10). e Image-space, line-space, or ray-space coherence
Sets of similar rays tend to have the same visibil-

L ity classification, i.e. the rays intersect the same
4.4 Achieving performance object.

4.3.1 Occluder fusion

This section discusses four issues related to the running Temporal coherence Visibility at two succes-

time and the memory consumption: scalability, acceler-  gjye moments is likely to be similar despite small

- The degree to which an algorithm exploits various
4.4.1 Scalability types of coherence is one of the major design paradigms

Scalability expresses the ability of the visibility algoi-n research of new visibility algorithms. The impor-

rithm to cope with larger inputs. The scalability of aﬁance of exploiting coherence is emphasized by the
algorithm can be studied with respect to the size of tﬁ{ge amount pf data that heed to be processed by the
scene (e.g. number of scene objects). Another meas‘imerem rendering algorithms.
might consider the dependence of the algorithm on the
number of the visible objects. Scalability can also Bautput sensitivity  An algorithm is said to beutput
studied according to the given domain restrictions, eggnsitiveif its running time is sensitive to the size of
volume of the view cell. output (Gotsmaret al, 1999). In the computer graph-
A well designed visibility algorithm should be scalics community the term output sensitive algorithm is
able with respect to the number of structural changes4ted in a broader meaning than in computational ge-
visibility. Furthermore, its performance should be givepmetry (Berget al, 1997). The attention is paid to
by the complexity of the visible part of the scene. ThegePractical usage of the algorithm, i.e. to an efficient

two important measures of scalability of an algorithdflPlementation in terms of the practical average case
are discussed in the next two sections. performance. The algorithms are usually evaluated ex-

perimentally using several data sets and measuring the

running time and the size of output of the algorithm.
Use of coherence Scenes in computer graphics typi-
cally consist of objects whose prppertieg vary smoothl ‘4.2 Visibility preprocessing
A view of such a scene contains regions of smoot
changes (changes in color, depth, texture,etc.) at Wisibility computations at runtime can be accelerated by
surface of one object and discontinuities between obisibility preprocessing. The time for preprocessing is
jects. The degree to which the scene or its projection eften amortized over many executions of runtime visi-
hibit local similarities is calledoherencgFoleyet al,, bility queries (Mdller & Haines, 1999). A typical appli-
1990). Coherence can be exploited by reusing calcutation where visibility preprocessing is used are walk-
tions made for one part of the scene for nearby partistoughs of complex geometric models (Airey al,,
Algorithms exploiting coherence are typically more eft990). In this case visibility is preprocessed by finding
ficient than algorithms computing the result from tha PVS for all view cells in the scene. At run-time only
scratch. the PVS corresponding to the location of the view point
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object, classified visible

viewpoint

‘ object, classified invisible i et
[
I

view cell . )
viewpoint

7 calculated occlusion a) no fusion b) connected occluder fusion ¢) complete fusion

d) no fusion e) connected occluder fusion f) overlapping umbra fusion g) complete fusion

Figure 10: lllustration of occluder fusion. Occluders are shown as black lines and occludees as circles. An
occludee that is marked white is classified visible due to the lack of occluder fusion.

is considered for rendering. The drawbacks of visibisuch as the pixel and vertex shaders allow easier ap-
ity preprocessing are the memory consumption of tiplication of the graphics hardware for solving specific
precomputed visibility information and a complicatedlisibility tasks (Purcelkt al., 2002).

handling of dynamic changes.

4.5 Visibility algorithm template

4.4.3  Acceleration data structures We provide a general outline of an output sensitive vis-

Acceleration data structures are used to achieve {HE‘W algorithm for calculating visibility from a point
performance goals of a visibility algorithm @fler & or a region. In a preprocessing step occluders and oc-

Haines, 1999; Havran, 2000). These data structulcégdees are constructed and the scene is organized in a
allow efficient point location, proximity queries, o patial data structure (e.g. kD-tree). To calculate visi-

scene traversal required by many visibility algorithmg'“ty for a view point or a region we need a data struc-

The common acceleration data structures include sf)tér-e descr|b|ng the occl_u3|on with respect to the point
Ethe region. The algorithm proceeds as follows:

tial subdivisions and bounding volume hierarchies thd
group scene objects according to the spatial proximity.e The kD-tree is traversed top-down and front to
Another class of acceleration data structures consists of back.

data structures that group rays according to their prox-

imity in dual space (line space or ray space). e For each kD-tree node test the node against the oc-

clusion data structure.

e If the node is invisible cull its subtree and proceed

4.4.4 Use of graphics hardware with the next node.

The hgrdware implementation of the _z-buffer algorithm ¢ If the node is visible and it is not a leaf, descend
is available even on a low-end graphics hardware. The . . .

i into its subtree.
hardware z-buffer can be used to accelerate solutions to
other visibility problems. A visibility algorithm can be e If the node is visible and it is leaf:
accelerated by the graphics hardware if it can be decom- (1) Insert the occluders in the node to the occlu-
posed into a series of z-buffer steps. Recall that the z- sion data structure.
buffer algorithm solves the visibility from a point prob- (2) Mark all occludees associated with the node as
lem by providing a discrete approximation of the visible  visible.
surfaces. The recent features of the graphics hardware,
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Many efficient visibility culling algorithms follow this onomy that aims to classify visibility problems inde-
outline (Greenet al,, 1993; Bittneret al, 1998; Wonka pendently of their target application. The classification
& Schmalstieg, 1999; Downret al,, 2001; Bittneret al, should help to understand the nature of the given prob-
2001; Wonkaet al., 2000). Graphics hardware can beem and it should assist in finding relationships between
used to accelerate the updates of the occlusion deaitgbility problems and algorithms in different applica-
structure. On the other hand the occlusion test b&n areas.

comes more complicated because of hardware restrictWe aimed to provide a representative sample of visi-
tions (Wonka & Schmalstieg, 1999; Duraethl, 2000; bility algorithms for visible surface determination, vis-
Zhanget al,, 1997). ibility culling, shadow computation, image-based and
point-based rendering, global illumination, and global
visibility computations.

We discussed common concepts of visibility algo-
In this section we discussed common concepts of vfghm design that should help to assist an algorithm de-
ibility algorithm design and mentioned several criterigigner to transfer existing algorithms for solving visi-
used for the classification of visibility algorithms. Al-bility problems. Finally, we summarized visibility algo-
though the discussion was balanced towards visibilitfhms discussed in the paper according to their domain,
culling methods we believe that it provides a usefgblution space, and accuracy.
overview even for other visibility problems. Computer graphics offers a number of efficient visi-

To sum up the algorithms discussed in the paper Wity algorithms for all stated visibility problems in 2D
provide two overview tables. Table 2 reviews alg(ﬂS well as visibility along a line and visibility from a
rithms for visibility from a point, Table 3 reviews al-point in 3D. In particular it provides a well researched
gorithms for visibility from a line segment, a polygonbackground for discrete techniques. The solution of
a region, and global visibility. The algorithms are inhigher dimensional visibility is significantly more dif-
dexed according to the problem domain, the actual vfiult. The discrete techniques require a large number
ibility problem, and the structure of the domain. of samples to achieve satisfying accuracy, whereas the

We characterize each algorithm using three featur€ntinuous techniques are prone to robustness problems
solution space structure, solution space semantics, &hd are difficult to implement. The existing solutions
accuracy. These features were selected as they provitist be tuned to a specific application. Therefore the
a meaningful classification for the broad class of alggroblems of visibility from a line segment, a polygon,
rithms discussed in the paper. The solution space 8efegion, and global visibility problems in 3D are the
mantics is classified as follows: If the algorithm solve®ain focus of active computer graphics research in vis-
visibility in an image plane we classify it as imagébility.
space. Note, that this plane does not need to corre-
spond to the viewing plane (e.g. shadow map). Sim-
ilarly, if the algorithm solves visibility using line spacg&CknOWIedgmentS
or ray space analogies, we classify it as line space_ar. -
ray space, respectively. If the algorithm solves visibilit%;hdIS research was supported by the Czech Ministry of

4.6 Summary

using object space entities (e.g. shadow volume bou lucation under Project LNOOB096 and the Austrian

aries), we classify it as object space. The accuracy glence Foundation (FWF) contract no. p-13876-INF.

expressed with respect to the problem domain structure.
This means that if the algorithm solves a problem with
a discrete domain it can still provide an exact result al-
though it evaluates visibility only for the discrete sam-
ples.

5 Conclusion

Visibility problems and algorithms penetrate a large
part of computer graphics research. We proposed a tax-
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problem

solution space

domain description domain algorithm structure | semantics| accuracy notes
structure
Catmull (1975) D I E HW
Newellet al. (1972) C/D o/l E
visible b Fuchset al. (1980) c/D ol E
Gordon & Chen (1991) C/D o/l E
surface
determination Warnock (1969) D | E
Appel (1968) D O E
c Naylor (1992) [} o/l E
Weiler & Atherton (1977) C | E
Greeneet al. (1993) D | [} HW
Zhanget al. (1997) D | C/A HW
Aila (2000) D | CIA
D Heyet al. (2001) D | C HW
Klosowski & Silva. (2001) D | C HW
Cohen-Or & Shaked (1995) D O E terrains
visibility Lee & Shin (1997) D O E terrains
culling Luebke & Georges (1995) C | C indoor
Coorg & Teller (1997) C O C
Hudsonet al. (1997) C O C
C Bittneret al. (1998) C o C
Wonka & Schmalstieg (1999) D O C HW
VFP Downset al. (2001) C | C 2iD
Lloyd & Egbert (2002) C | C terrains
visibility c Stewart & Karkanis (1998) D | A HW
maps Bittner (2002a) C o/l E
Whitted (1979) D [¢] E
Haines & Greenberg (1986) D | C
Woo & Amanatides (1990) D O C
b Williams (1978) D | A
hard Segalet al. (1992) D | A HW
shadows Stamminger & Drettakis (2002) D | A HW
Crow (1977) C/D O E
Heidmann (1991) C/D O E HW
c Chin & Feiner (1989) [} [¢) E
Chrysanthou & Slater (1995) C O E dynamic
ray-set Heckbe_rt & Hanrahan (1984) [¢} | E
tracing C Amanatides (1984) C O A
Szirmay-Kalos & Purgathofer (1998 D | A HW
McMillan (1997) D I E
. Pfisteret al. (2000) D | A
pr‘;';‘;gﬁﬁgd D Rusinkiewicz & Levoy (2000) D | A HW
Grossman & Dally (1998) D | A HW
Wandet al. (2001) D | A HW

Problem domain structure: D - d

screte, C - continuous.

Solution space structure: D - discrete, C - continuous.

Solution space semantics: O - object space, | - image space.

Accuracy: E - exact, C - conservative, A - approximate.

Table 2: Summary of visibility from a point algorithms.
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problem solution space
domain description domain algorithm structure | semantics| accuracy notes
structure
soft shadows D Heidrichet al. (2000) D | A HW
VLS visibility Wonkaet al. (2000) D [@) C HW
culling C Koltun et al. (2001) D Oo/L C
in21D Bittner et al. (2001) C L/O C
D Cooket al. (1984) D o A
soft shadows Chin & Feiner (1992) C [e] A
c Chrysanthou & Slater (1997) C (0] A dynamic
Heckbert & Herf (1997) D 110 A HW
Soler & Sillion (1998) D 110 A HW
VEPo Cohen & Greenberg (1985) D | A HW
form-factors C Wallaceet al. (1989) D o A
Campbell, Il & Fussell (1990) C (@] A
Heckbert (1992) C [@) A
discontinuity c Lischinskiet al. (1992) C (0] A
meshing Drettakis & Fiume (1994) C (0] E
Stewart & Ghali (1994) C (0] E
Durandet al. (2000) D 1/0 C HW
Schaufletet al. (2000) D (0] C
Bittner (2002b) C L E
visibility Nirensteinet al. (2002) C L E
VFR culling C Airey et al.(1990) D (0] A indoor
Teller & Sequin (1991) C L E indoor 2D
Teller (1992b) C L E indoor
Yagel & Ray (1995) D o C caves
Stewart (1997) C (@] C terrain
aspect graph C Plantingaet al. (1990) C [¢) E
Pocchiola & Vegter (1993) C L E 2D
visibility Riviere (1997) Cc L E 2D
complex C Durandet al. (1996) C L E
GV Durandet al. (1997) C (0] E
Duguet & Drettakis (2002) C (@] E/A
Hinkenjann & Miller (1996) D L A 2D
discrete c Blais & Poulin (1998) D L A
structures Chrysanthowet al. (1998) D R A
Gotsmaret al. (1999) D R A

Problem domain structure: D - discrete, C - continuous.

Solution space structure: D - discrete, C - continuous.

Solution space semantics: O - object space, L - line space, R - ray space.
Accuracy: E - exact, C - conservative, A - approximate.

Table 3: Summary of algorithms for visibility from a line segment, visibility from a polygon, visibility from a
region, and global visibility.

19



References Catmull, E.E. (1975). Computer display of curved surfaces. In

Proceedings of the IEEE Conference on Computer Graph-
Aila, T. (2000). SurRender Umbra: A Visibility Determina- ics, Pattern Recognition, and Data Structutd—17.

tion Framework for Dynamic Environmentslaster’s the-
sis, Helsinki University of Technology. Chin, N. & Feiner, S. (1989). Near real-time shadow genera-

) tion using BSP trees. I@omputer Graphics (Proceedings
Airey, J.M., Rohlf, J.H. & Brooks, Jr., F.P. (1990). Towards f 5|GGRAPH '89)99—106.

image realism with interactive update rates in complex vir-

tual building environments. 16990 Symposium on Inter-Chin, N. & Feiner, S. (1992). Fast object-precision shadow
active 3D Graphics41-50, ACM SIGGRAPH. generation for areal light sources using BSP trees. In
D. Zeltzer, ed.Computer Graphics (1992 Symposium on

Amanatides, J. (1984). Ray tracing with conesClomputer Interactive 3D Graphics\vol. 25, 21-30.

Graphics (SIGGRAPH '84 Proceedingspl. 18, 129-135.

Appel, A. (1968). Some techniques for shading machine recr%brysanthou, Y& Sl_ater, M. (1995). _Shadow yolume BSP
trees for computation of shadows in dynamic scenes. In

derings of solids. IMAFIPS 1968 Spring Joint Computer P. Hanrahan & J. Winget, eds1995 Symposium on In-

Conf, vol. 32, 37-45. teractive 3D Graphics45-50, ACM SIGGRAPH, iSBN
Arvo, J. & Kirk, D. (1989).A survey of ray tracing accelera- 0-89791-736-7.

tion techniques201-262. Academic Press.
Chrysanthou, Y. & Slater, M. (1997). Incremental updates to

Arvo, J. & Kirk, D. (1990). Particle transport and image syn- scenes illuminated by area light sourcesPhoceedings of
thesis. In F. Baskett, edComputer Graphics (Proceedings Eurographics Workshop on Renderjrid3-114, Springer
of SIGGRAPH'90)63-66. Verlag.

Berg, M., Kreveld, M., Overmars, M. & Schwarzkopf, OChrysanthou, Y., Cohen-Or, D. & Lischinski, D. (1998). Fast
(1997). Computational Geometry: Algorithms and Appli- - approximate quantitative visibility for complex scenes.
cations Springer-Verlag, Berlin, Heidelberg, New York.  In Proceedings of Computer Graphics International '98

Bittner, J. (2002a). Efficient construction of visibility maps (CGrog), 23-31, IEEE, NY, Hannover, Germany.

using approximate occlusion sweep. Hroceedings of cohen, M.F. & Greenberg, D.P. (1985). The hemi-cube: A
Spring Conference on Computer Graphics (SCCG'02) radiosity solution for complex environment§&omputer
163-171, Budmerice, Slovakia. Graphics (SIGGRAPH '85 Proceeding4)p, 31-40.

Bittner, J. (2002b).Hierarchical Techniques for Visibility Cohen-Or, D. & Shaked, A. (1995). Visibility and dead-zones
ComputationsPh.D. thesis, Czech Technical University in in digital terrain mapsComputer Graphics Foruml4,

Prague. C/171-C/180.

Bittner, J., Havran, V. & Slak, P. (1998). Hierarchical
visibility culling with occlusion trees. IfProceedings of
Computer Graphics International '98 (CGI'98207-219,
IEEE.

Cohen-Or, D., Chrysanthou, Y., Silva, C. & Durand, F. (2002).
A survey of visibility for walkthrough applicationgo ap-
pear in IEEE Transactions on Visualization and Computer
Graphics.

Bittner, J., Wonka, P. & Wimmer, M. (2001). Visibility pre- Lo
processing for urban scenes using line space subdivisiongﬂ()k' ,R'L" Porter, T. & Carpe.nter, L. (1984). D,'St“bUted ray
Proceedings of Pacific Graphics (PG'Q1)76-284, IEEE tracing. InComputer Graphics (SIGGRAPH '84 Proceed-

Computer Society, Tokyo, Japan. ings), 137-45.

Blais, M. & Poulin, P. (1998). Sampling visibility in three-C00rg, S. & Teller, S. (1997). Real-time occlusion culling for

space. InProc. of the 1998 Western Computer Graphics models with large occluders. Proceedings of the Sympo-
Symposiuni5-52. sium on Interactive 3D Graphi¢c83—90, ACM Press, New

York.
Campbell, 1ll, A.T. & Fussell, D.S. (1990). Adaptive mesh _ _
generation for global diffuse illumination. IC€omputer Crow, F.C. (1977). Shadow algorithms for computer graphics.
Graphics (SIGGRAPH '90 Proceedingspl. 24, 155-164.  Computer Graphics (SIGGRAPH '77 Proceedings)

Carpenter, L. (1984). The A-buffer, an antialiased hidden sibewns, L., Mdller, T. & Sequin, C.H. (2001). Occlusion hori-
face method. In H. Christiansen, e@omputer Graphics  zons for driving through urban scenes. 3ymposium on
(SIGGRAPH '84 Proceedingsyol. 18, 103-108. Interactive 3D Graphics121-124, ACM SIGGRAPH.

20



Drettakis, G. & Fiume, E. (1994). A Fast Shadow AlgorithnGotsman, C., Sudarsky, O. & Fayman, J.A. (1999). Opti-
for Area Light Sources Using Backprojection.Qomputer mized occlusion culling using five-dimensional subdivi-
Graphics (Proceedings of SIGGRAPH '92p3-230. sion.Computers and Graphi¢®3, 645-654.

Duguet, F. & Drettakis, G. (2002). Robust epsilon visibilityGrant, C.W. (1992)Visibility Algorithms in Image Synthesis
Computer Graphics (SIGGRAPH’02 Proceedings) Ph.D. thesis, U. of California, Davis.

Durand, F. (1999)3D Visibility: Analytical Study and Appli- Grasset, J., Terraz, O., Hasenfratz, J.M. & Plemenos, D.

cations Ph.D. thesis, Universite Joseph Fourier, Grenoble, (1999). Accurate scene display by using visibility maps.
France. In Spring Conference on Computer Graphics and its Ap-

plications

Durand, F., Drettakis, G. & Puech, C. (1996). The 3D visi-
L ! G ( ) Greene, N., Kass, M. & Miller, G. (1993). Hierarchical Z-

bility complex: A new approach to the problems of accu- L : .
I : - . buffer visibility. In Computer Graphics (Proceedings of
t lity. InP fE hics R
rate visibility. In Proceedings of Eurographics Rendering SIGGRAPH '93)231-238,

Workshop '96 245-256, Springer.

. ___.Grossman, J.P. & Dally, W.J. (1998). Point sample rendering.
Durand, F., Drettakis, G. & Puech, C. (1997). The visibil- In Rendering Techniques '98 (Proceedings of Eurograph-

ity skeleton: A powerful and efficient multi-purpose global i : : :
PN . h cs Rendering Workshop}81-192, Springer-Verlag Wien
visibility tool. In Computer Graphics (Proceedings of SIG- New York ¢ P pring 9

GRAPH '97) 89-100.

] Gu, X., Gortier, S.J. & Cohen, M.F. (1997). Polyhedral ge-
Durand, F., Drettakis, G., Thollot, J. & Puech, C. (2000). Con- ometry and the two-plane parameterization. In J. Dorsey

s_ervative visibility preprqcessing using extended projec- g p. Slusallek, eds.Eurographics Rendering Workshop
tions. InComputer Graphics (Proceedings of SIGGRAPH 1997, 1-12, Eurographics, Springer Wein, New York City,

2000) 239-248. NY, iSBN 3-211-83001-4.

Floriani, L.D. & Magillo, P. (1995). Horizon computation onHaines, E.A. & Greenberg, D.P. (1986). The light buffer:
a hierarchical terrain modeThe Visual Computer: AnIn- A ray tracer shadow testing accelerat&EE Computer

ternational Journal of Computer Graphic$l, 134-149. Graphics and Applications, 6-16.

Foley, J.D., van Dam, A., Feiner, S.K. & Hughes, J.F. (199Gjlavran, V. (2000)Heuristic Ray Shooting Algorithm®h.d.
Computer Graphics: Principles and PracticAddison- thesis, Department of Computer Science and Engineering,
Wesley Publishing Co., Reading, MA, 2nd edn. Faculty of Electrical Engineering, Czech Technical Univer-

sity in Prague.
Fuchs, H., Kedem, Z.M. & Naylor, B.F. (1980). On visible
surface generation by a priori tree structuresCbhmputer Heckbert, P.S. (1992). Discontinuity meshing for radiosity.
Graphics (SIGGRAPH '80 Proceedingspl. 14, 124-133.  In Third Eurographics Workshop on Renderirgp3-216,
Bristol, UK.
Funkhouser, T., Carlbom, I., Elko, G., Pingali, G., Sondhi, )
M. & West, J. (1998). A beam tracing approach to acoustiteckbert, P.S. & Hanrahan, P. (1984). Beam tracing polygo-
modeling for interactive virtual environments.@omputer ~ nal objectsComputer Graphics (SIGGRAPH'84 Proceed-

Graphics (Proceedings of SIGGRAPH "98)1-32. ings) 18, 119-127.

eckbert, P.S. & Herf, M. (1997). Simulating soft shadows
with graphics hardware. Tech. rep., CS Dept., Carnegie
Mellon U., cMU-CS-97-104, http://www.cs.cmu.edu/ ph.

Goral, C.M., Torrance, K.K., Greenberg, D.P. & Battaile, Eﬁ
(1984). Modelling the interaction of light between diffuse
surfaces. IlComputer Graphics (SIGGRAPH '84 Proceed-

ings) vol. 18, 213-222. Heidmann, T. (1991). Real shadows, real tifmis. Universe

18, 28-31, silicon Graphics, Inc.
Gordon, D. & Chen, S. (1991). Front-to-back display of BSP " pht

trees.|EEE Computer Graphics and Applicatiarisl, 79—  Heidrich, W., Brabec, S. & Seidel, H. (2000). Soft shadow
85. maps for linear lights. IProceedings of EUROGRAPHICS

. Workshop on Rendering@69-280.
Gortler, S.J., Grzeszczuk, R., Szeliski, R. & Cohen, M.F.

(1996). The Ilumigraph. InComputer Graphics (SIG- Hey, H., Tobler, R.F. & Purgathofer, W. (2001). Real-Time oc-
GRAPH '96 ProceedingsAnnual Conference Series, 43— clusion culling with a lazy occlusion grid. IRroceedings
54, Addison Wesley. of EUROGRAPHICS Workshop on Renderingj7—222.

21



Hinkenjann, A. & Miller, H. (1996). Hierarchical blocker Newell, M.E., Newell, R.G. & Sancha, T.L. (1972). A solu-
trees for global visibility calculation. Research Report tion to the hidden surface problem.Proceedings of ACM
621/1996, University of Dortmund. National Conference

Hudson, T., Manocha, D., J.Cohen, M.Lin, K.Hoff &Nirenstein, S., Blake, E. & Gain, J. (2002). Exact From-
H.Zhang (1997). Accelerated occlusion culling using Region visibility culling. InProceedings of EUROGRAPH-
shadow frusta. liProceedings of the Thirteenth ACM Sym- |CS Workshop on Renderin§99-210.
posium on Computational Geometry, June 1997, Nice,

France Pellegrini, M. (1997). Ray shooting and lines in space. In J.E.
Goodman & J. O'Rourke, edddandbook of Discrete and

Kajiya, J.T. (1986). The rendering equation. Gomputer  Computational Geometrychap. 32, 599-614, CRC Press

Graphics (SIGGRAPH '86 Proceeding4)3—-150. LLC, Boca Raton, FL.

Klosowski, J.T. & Silva., C.T. (2001). Efficient conservativefister, H., Zwicker, M., van Baar, J. & Gross, M. (2000).
visibility culling using the prioritized-layered projection  gyrfels: Surface elements as rendering primitive€om-
algorithm.IEEE Transactions on Visualization and Com- nter Graphics (Proceedings of SIGGRAPH 2Q0335—
puter Graphics7, 365-379. 342, ACM SIGGRAPH / Addison Wesley Longman.

Koltun, V., Chrysanthou, Y. & Cohen-Or, D. (2001)pjantinga, H., Dyer, C.R. & Seales, W.B. (1990). Real-time
Hardware-accelerated from-region visibility using a dual pjyen.jine elimination for a rotating polyhedral scene us-
ray space. IrProceedings of the 12th EUROGRAPHICS g the aspect representation. Rmoceedings of Graphics
Workshop on Rendering Interface '9Q 9-16.

Lee, C.H. & Shin, Y.G. (1997). A terrain rendering methogh, .. .12 M. & Vegter, G. (1993). The visibility complex. In

using vertical ray coherenc&he Journal of Visualization Proc. 9th Annu. ACM SvYmpos. Comput. Ge@a8—337
and Computer Animatiqr8, 97—114. ' U ympos. put. &€ '

Purcell, T.J., Buck, I., Mark, W.R. & Hanrahan, P. (2002). Ray
" tracing on programmable graphics hardwareCbmputer
Graphics (SIGGRAPH '02 Proceeding3P3-712.

Levoy, M. & Hanrahan, P. (1996). Light field rendering
In H. Rushmeier, ed.SIGGRAPH 96 Conference Pro-
ceedings Annual Conference Series, 31-42, ACM SIG-

GRAPH, Addison Wesley, held in New Orleans, Louisiangyiare, . (1997). Dynamic visibility in polygonal scenes
04-09 August 1996. with the visibility complex. InProc. 13th Annu. ACM Sym-

Lischinski, D., Tampieri, F. & Greenberg, D.P. (1992). Dis- pos. Comput. Georm21-423.
continuity meshing for accurate radiositgEE Computer Rusinkiewicz, S. & Levoy, M. (2000). QSplat: A multires-

Graphics and Applicationsl2, 25-39. olution point rendering system for large meshesCbm-
puter Graphics (Proceedings of SIGGRAPH 20083 3—

Lloyd, B. & Egbert, P. (2002). Horizon occlusion culling for X
352, ACM SIGGRAPH / Addison Wesley Longman.

real-time rendering of hierarchical terrains. Rroceed-
ings of the conference on Visualization ;@®3-410, IEEE

Press Saona-\azquez, C., Navazo, |. & Brunet, P. (1999). The visi-

bility octree: a data structure f8D navigationComputers

Luebke, D. & Georges, C. (1995). Portals and mirrors: Sim- @nd Graphics23, 635-643.

ple, fast evaluation of potentially visible sets. In P. Hanra-

han & J. Winget, eds1995 Symposium on Interactive 3DSchaquer, G'_' Dorsey, ‘J"_ De_c_or_e_t, X'_ & Sillion, F.X. _(2000)'
Graphics 105-106, ACM SIGGRAPH. Conservative volumetric visibility with occluder fusion. In

Computer Graphics (Proceedings of SIGGRAPH 2000)
McMillan, L. (1997). An image-based approach to three- 229-238.

dimensional computer graphics. Ph.D. Thesis TR97-013, ) ]
University of North Carolina, Chapel Hill. Segal, M., Korobkin, C., van Widenfelt, R., Foran, J. & Hae-

berli, P. (1992). Fast shadows and lighting effects using tex-

Moller, T. & Haines, E. (1999)Real-Time RenderingA. K. ture mapping Computer Graphics (SIGGRAPH '92 Pro-
Peters Limited. ceedings)26, 249-252.

Naylor, B.F. (1992). Partitioning tree image representati®oler, C. & Sillion, F. (1998). Fast calculation of soft shadow
and generation from 3D geometric modelsPimceedings  textures using convolution. I€@omputer Graphics (Pro-
of Graphics Interface '92201-212. ceedings of SIGGRAPH '98A\CM SIGGRAPH.

22



Stamminger, M. & Drettakis, G. (2002). Perspective shaddWarnock, J. (1969). A hidden-surface algorithm for computer
maps. INSIGGRAPH 2002 Conference Proceedingfs7— generated half-tone pictures. Tech. Rep. TR 4-15, NTIS
562, ACM Press/ ACM SIGGRAPH. AD-733 671, University of Utah, Computer Science De-

partment.

Stewart, A.J. (1997). Hierarchical visibility in terrains.Rino-
ceedings of Eurographics Rendering Workshop, ‘27— Weiler, K. & Atherton, P. (1977). Hidden surface removal
228. using polygon area sorting. lBomputer Graphics (SIG-

GRAPH '77 Proceedingsp14-222.
Stewart, A.J. & Ghali, S. (1994). Fast computation of shadow ) ) o
boundaries using spatial coherence and backprojectiohglitted, T. (1979). An improved illumination model for

In Computer Graphics (Proceedings of SIGGRAPH ;94) shaded display. InComputer Graphics (Special SIG-
231938 GRAPH '79 Issue)vol. 13, 1-14.

)y_ViIIiams, L. (1978). Casting curved shadows on curved sur-
faces. InComputer Graphics (SIGGRAPH '78 Proceed-
ings), 270-274.

Stewart, A.J. & Karkanis, T. (1998). Computing the appro
imate visibility map, with applications to form factors and
discontinuity meshing. IfProceedings of the Ninth Euro-

graphics Workshop on Renderirg7—68. Wonka, P. & Schmalstieg, D. (1999). Occluder shadows for

) . — ) fast walkthroughs of urban environments. Gomputer
St?”" é (199%)_Orclented frtqjet;}:ve dGeqmgtry. A Framework Graphics Forum (Proceedings of EUROGRAPHICS ;99)
or Geometric Computationé\cademic Press. 51-60, Blackwell Publishers.

Sutherland, L.E., Sproull, R.F. & Schumacker, R.A. (1974)onka, P., Wimmer, M. & Schmalstieg, D. (2000). Visi-
A characterization of ten hidden-surface algorith6M  pjjity preprocessing with occluder fusion for urban walk-
Computing Surveys, 1-55. throughs. InProceedings of EUROGRAPHICS Workshop

Rendering71-82.
Szirmay-Kalos, L. & Purgathofer, W. (1998). Global ray- on rendering

bundle tracing with hardware accelerationNmth Euro- Woo, A. & Amanatides, J. (1990). Voxel occlusion testing: A
graphics Workshop on Renderingenna, Austria. shadow determination accelerator for ray tracingPo-

) . ceedings of Graphics Interface '9213-220.
Teller, S.J. (1992a). Computing the antipenumbra of an area

light source. InComputer Graphics (Proceedings of SIGWoo, A., Poulin, P. & Fournier, A. (1990). A survey of
GRAPH '92) 139-148. shadow algorithmsEEE Computer Graphics and Appli-
cations 10, 13-32.
Teller, S.J. (1992b)Visibility Computations in Densely Oc-
cluded Polyhedral Environment®h.D. thesis, CS Divi- Yagel, R. & Ray, W. (1995). Visibility computation for ef-
sion, UC Berkeley, tech. Report UCB/CSD-92-708. ficient walkthrough of complex environmentBresence:
Teleoperators and Virtual Environment

Teller, S.J. & ®quin, C.H. (1991). Visibility preprocess-
ing for interactive walkthroughs. IRroceedings of SIG- Zhang, H., Manocha, D., Hudson, T. & Hoff Ill, K.E. (1997).

GRAPH '91 61-609. Visibility culling using hierarchical occlusion maps. In
Computer Graphics (Proceedings of SIGGRAPH ;97
Wald, 1., Slusallek, P., Benthin, C. & Wagner, M. 88.

(2001). Interactive rendering with coherent ray tracing. In
A. Chalmers & T.M. Rhyne, edsEG 2001 Proceedings
vol. 20(3) of Computer Graphics Forunl53-164, Black-
well Publishing.

Wallace, J.R., EImquist, K.A. & Haines, E.A. (1989). A ray
tracing algorithm for progressive radiosity. HiGGRAPH
'89 Proceedings315-324.

Wand, M., Fischer, M., Peter, |., auf der Heide, F.M. &
StralBer, W. (2001). The randomized z-buffer algorithm:
Interactive rendering of highly complex scenes.Gom-
puter Graphics (Proceedings of SIGGRAPH 2003§1—
370, ACM SIGGRAPH.

23



