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Abstract

It has long been recognized that transfer function setup for Direct Volume Rendering (DVR) is crucial to its

usability. However, the task of finding an appropriate transfer function is complex and time-consuming even for

experts. Thus, in many practical applications simpler techniques which do not rely on complex transfer functions

are employed. One common example is Maximum Intensity Projection (MIP) which depicts the maximum value

along each viewing ray. In this paper, we introduce Maximum Intensity Difference Accumulation (MIDA), a new

approach which combines the advantages of DVR and MIP. Like MIP, MIDA exploits common data characteristics

and hence does not require complex transfer functions to generate good visualization results. It does, however,

feature occlusion and shape cues similar to DVR. Furthermore, we show that MIDA – in addition to being a useful

technique in its own right – can be used to smoothly transition between DVR and MIP in an intuitive manner.

MIDA can be easily implemented using volume raycasting and achieves real-time performance on current graphics

hardware.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image
Generation—Display algorithms

1. Introduction

Direct Volume Rendering (DVR) and Maximum Inten-
sity Projection (MIP) are two of the most common meth-
ods for the visualization of volumetric data. DVR em-
ploys a physically-motivated absorption-plus-emission op-
tical model and frequently utilizes gradient-based shading
to emphasize surface structures. The basis of MIP, on the
other hand, is the assumption that the most relevant struc-
tures for the investigation at hand have higher intensity val-
ues. In practice, this is achieved through special scanning
protocols or the administration of contrast agents. Com-
mon examples include CT and MRI angiography as well as
Positron Emission Tomography (PET), but also different mi-
croscopic imaging modalities where structures of interest are
frequently highlighted using fluorescent marker proteins.

One of the biggest advantages of MIP over DVR is that it
does not require the specification of complex transfer func-
tions to generate good visualization results. A major disad-
vantage is, however, that due to the order-independency of
the maximum operator, spatial context is lost. This paper in-

troduces a novel method which aims to combine the advan-
tages of DVR and MIP. Our new approach is able to generate
meaningful visualizations using a class of very simple lin-
ear transfer functions specified using standard window/level
controls.

The remainder of this paper is structured as follows: In
Section 2 we discuss the foundations of DVR and MIP and
identify the drawbacks of these common methods. Section 3
reviews related work. Our novel rendering technique is de-
tailed in Section 4. In Section 5 we present an approach to
smoothly transition between DVR and MIP using our new
method as an intermediate step. Results are presented and
discussed in Section 6. The paper is concluded in Section 7.

2. Background

MIP works by traversing all viewing rays and finding
the maximum data value along each of them. This max-
imum is then mapped to a color value and displayed to
the user. In most cases this mapping process is simply a
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linear transformation of data values to pixel intensity. As
only a single value is displayed along each ray, MIP im-
ages lack depth information which can lead to visual am-
biguities. Two approaches have been proposed to elimi-
nate this drawback: Depth-Shaded Maximum Intensity Pro-
jection (DMIP) and Local Maximum Intensity Projection
(LMIP). In DMIP [HMS95], the data value is additionally
weighted by a depth-dependent term. This reduces the like-
lihood of high data values being projected if they are located
far away from the image plane. While this approach can
help to regain spatial context, it may also hide certain high-
intensity regions. For LMIP [SSN∗98], the first local maxi-
mum which is above a user-defined threshold is depicted. If
no value above the threshold is found along a ray, the global
maximum along the ray is used for the pixel. This approach
also adds spatial information at the cost of introducing an
additional parameter which can greatly affect the visualiza-
tion.

DVR commonly employs a simplified model of light
propagation in participating media [Max95]. It only ac-
counts for emission and absorption of light but neglects scat-
tering effects. Emission and absorption properties are speci-
fied using a transfer function which assigns color and opacity
to each data value. The final color along each viewing ray is
then determined through accumulation of colors and opaci-
ties at constant intervals – an approximative solution of the
volume rendering integral. In order to enhance the appear-
ance of surface structures in the volume, the vector of first
partial derivatives along the three major axes – the gradient –
can be used to evaluate a surface shading model. The color at
each sample point along a ray is additionally modulated by
the result of this evaluation. Surface-based shading generally
helps to enhance fine details in areas with high contrast, but
can lead to artifacts in nearly homogeneous areas. A major
problem of DVR is the specification of an appropriate trans-
fer function since assigning high opacity to a certain data
range may occlude other structures of interest [PLB∗01].
Thus, MIP is often the method of choice as it does not re-
quire additional parameter tuning even if DVR could lead to
additional insight. In particular, shading information in DVR
can help to interpret certain structures such as blood vessels.

In this paper, we propose a new rendering technique
which aims to fuse the complementary advantages of DVR
and MIP. Specifically, we want to preserve the practically
parameterless nature of MIP and combine it with the added
spatial context of DVR provided by accumulation and shad-
ing.

3. Related Work

DVR was introduced by Drebin et al. [DCH88] and
Levoy [Lev88]. Since then, much work has focused on the
task of improving the specification of transfer functions.
Kniss et al. [KKH02] use a two-dimensional transfer func-
tion based on scalar value and gradient magnitude to effec-

tively extract specific material boundaries and convey subtle
surface properties. Correa and Ma [CM08] propose the use
of transfer functions based on the the relative size of features
to improve classification. In order to cope with the complex-
ity of transfer function specification, several automatic and
semi-automatic approaches for their generation have been
proposed. Bergman et al. [BRT95] present an interactive ap-
proach for guiding the process of colormap selection. The
contour spectrum, introduced by Bajaj et al. [BPS97], as-
sists iso-value selection by presenting the user with 2D plots
of several properties computed over the data range. He et
al. [HHKP96] treat the search for a good transfer function as
an optimization problem and employ stochastic techniques
for this purpose. Marks et al. [MAB∗97] sample the vast pa-
rameter space to find a set of input-parameter vectors that op-
timally disperses the output-value vectors, organizing the re-
sulting graphics for easy and intuitive browsing by the user.
Kindlmann and Durkin [KD98] employ histogram volumes
of the data value and its first and second directional deriva-
tives along the gradient direction to find a transfer function
which makes boundaries more visible. Tzeng et al. [TLM05]
propose the use of machine learning to find an optimal clas-
sification for user-specified regions of interest defined using
a painting metaphor. The drawback of automatic approaches
is that they require substantial pre-processing which limits
their use in interactive settings where a quick exploration of
the data is required.

Other approaches rely on properties of the data acquisi-
tion process to quickly generate meaningful visualizations.
MIP, first introduced by Wallis et al. [WMAK89] as Max-
imum Activity Projection for Positron Emission Tomogra-
phy (PET) data, emphasizes high-intensity data values. In
addition to several optimization techniques [MKG00] it has
been attempted to re-introduce missing spatial context infor-
mation to MIP. Heidrich et al. [HMS95] proposed to use a
depth-based weighting of the data values along a ray. Sato
et al. [SSN∗98] project the first local maximum instead of
the global maximum. Hauser et al. [HMBG01] fuse DVR
and MIP rendering for a single data set. Based on a pre-
classification different compositing strategies are used for
structures in a data set. Similarily, Straka et al. [SCC∗04]
employ a combination of rendering techniques for the vi-
sualization of vascular structures. Mora and Ebert [ME04]
experiment with different order-independent operators such
as maximum-projection and summation for the generation
of overview images.

The area of illustrative visualization has investigated tech-
niques to enhance visual comprehension based on con-
cepts common in traditional illustration. Rheingans and
Ebert [RE01] present several illustrative techniques which
enhance features and add depth and orientation cues.
They also propose to locally apply these methods for re-
gional enhancement. Csébfalvi et al. [CMH∗01] present a
non-photorealistic technique to quickly generate contour-
based overview images. Viola et al. [VKG05] introduce
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(a) DVR (b) MIDA (c) MIP

Figure 1: Full body CT angiography rendered using (a) DVR, (b) MIDA, and (c) MIP. Data set courtesy of the OsiriX Founda-

tion (http://www.osirix-viewer.com).

importance-driven volume rendering which generates cut-
away views based on the importance of pre-classified ob-
jects. Bruckner et al. [BGKG06] present an illustrative vol-
ume rendering technique inspired by ghosted views. Rezk-
Salama and Kolb [RSK06] introduce opacity peeling for the
extraction of feature layers to enable the visualization of
structures which are difficult to classify using transfer func-
tions. Malik et al. [MMG07] extend this work with a more
detailed analysis of ray profiles. Locally adaptive volume
rendering, presented by Marchesin et al. [MDM07], attempts
to reduce occlusion by dynamically adapting the opacity of
sample contributions.

4. Maximum Intensity Difference Accumulation

The basic idea behind our approach is to alter the accumu-
lation behavior of DVR to exhibit characteristics similar to
MIP. Conventionally in DVR, when tracing viewing rays
starting from the eye, the accumulated opacity is a monoton-
ically growing function. This means that structures located
behind thick non-transparent regions tend to have less influ-
ence on the final image. Because of this, a simple transfer
function, such as a linear ramp, frequently causes structures
of interest to be immersed in "fog", i.e., they are occluded
by irrelevant material. While more complex transfer func-
tions can be employed to remedy this problem, their spec-

ification is significantly more time-consuming. MIP, on the
other hand, completely disregards such occlusion relation-
ships. We want to adapt the behavior of DVR to prevent lo-
cal maxima from becoming completely occluded while still
preserving opacity-based accumulation.

We assume a continuous scalar-valued volumetric func-
tion f (P) of normalized data values in the range [0,1]. At
the i-th sample location Pi along a viewing ray, fPi

denotes
the data value at location Pi and fmaxi is the current max-
imum value along the ray. Front-to-back traversal is used.
We use c( fPi

) and α( fPi
) to denote the color and opacity,

respectively, of the sample value as classified by a transfer
function. The accumulated color and opacity at the i-th sam-
ple position along the ray are denoted by ci and αi, c0 and
α0 are initialized to zero.

We are interested in regions where the maximum along
the ray changes. Specifically, when the maximum changes
from a low to a high value, the corresponding sample should
have more influence on the final image compared to the case
where the difference is only small. We use δi to classify this
change at every sample location:

δi =

{

fPi
− fmaxi if fPi

> fmaxi

0 otherwise
(1)
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Figure 2: Typical ray profiles for (a) DVR, (b) MIDA, and (c) MIP.

Whenever a new maximum is encountered while travers-
ing the ray, δi is nonzero. These are the cases where we
want to override occlusion relationships. For this purpose,
the previously accumulated color ci−1 and opacity αi−1
are weighted by a factor βi = 1 − δi. For our new model,
which we term Maximum Intensity Difference Accumula-
tion (MIDA), the accumulated color ci and opacity αi for
the i-th sample are then:

ci = βici−1 +(1−βiαi−1)α( fPi
)c( fPi

)
αi = βiαi−1 +(1−βiαi−1)α( fPi

)
(2)

Equation 2 only differs from standard DVR compositing
by the additional weighting of ci−1 and αi−1 with βi. One
way to interpret the modulation of previously accumulated
color and opacity performed in MIDA is a particular im-
portance function which assigns highest prominence to local
maxima. In particular, maxima which occur in a rather dis-
continuous manner cause more modulation than smoothly
increasing ray profiles.

Figure 1 shows images generated using (a) DVR, (b)
MIDA, and (c) MIP. Figure 2 depicts a typical ray profile for
each of these techniques. A linear mapping of data values to
grayscale intensities and (for DVR and MIDA) opacities is
used. In the case of DVR, opacity is accumulated quickly re-
sulting in a low overall intensity which manifests itself in the
corresponding rendition as dark fog. For MIP, the intensity
value along the ray is always equal to the current maximum.
Using MIDA, due to the modulation of already accumulated
intensities and opacities when a new maximum value is en-
countered, the intensity profile closely mimics the behavior
of MIP. As visible by comparing Figure 1 (a) and (b), MIDA
is able to immediately depict high-intensity features not visi-
ble in DVR without further transfer function modification. In
contrast to the MIP result depicted in Figure 1 (c), however,
MIDA features additional spatial cues due to accumulation
which help to interpret feature locations.

4.1. Shading

In addition to accumulation, surface-based shading in DVR
can provide important visual cues. It allows better judgement
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(a) (b) (c)

Figure 3: Cranial MRI angiography rendered using (a) MIP without shading, (b) MIP with gradient-based shading, and (c)

MIDA with gradient-based shading.

of shapes and fine details. MIP images, however, are usu-
ally devoid of this information. One reason for this is that in
many cases the maximum along a ray may be located in a ho-
mogeneous area where surface shading produces bad results.
Moreover, as the spatial location of the maximum between
neighboring rays can vary considerably, lacking coherence
between pixels can lead to disturbing artifacts. One major
advantage of MIDA compared to common MIP is that the
binary decision of which value to depict for each ray is re-
placed by accumulation. As the maximum normally does not
change abruptly due to partial volume effects, samples in the
boundary regions of high-intensity structures contribute to
the ray color. This leads to improved coherency and allows
us to perform surface-based shading as it is common in DVR
without introducing the artifacts that would occur if it was
applied to MIP. Figure 3 shows a comparison between (a)
MIP, (b) MIP with shading applied, and (c) shaded MIDA.
While shaded MIP fails to capture surface characteristics
and introduces distracting artifacts, MIDA gives a good in-
dication of the vascular shape. The magnified area shows
how shading information can be helpful – a small aneurysm
which is almost invisible in the MIP image is clearly recog-
nizable using MIDA.

The gradient is a bad predictor for the surface normal ori-
entation in nearly homogeneous regions due to the increased
influence of noise. One approach to remedy this problem is
to use the magnitude of the gradient vector to determine the
degree of shading that is applied. In cases of low gradient
magnitude the unshaded color is used, while higher gradi-
ent magnitudes result in an increased degree of shading. To
achieve this, we linearly interpolate between the unshaded
and the shaded color with an interpolation weight of smooth-

step(|∇ fPi
| ,gl ,gh) where |∇ fPi

| is the gradient magnitude
and gl , gh are lower and upper thresholds. The smoothstep
function smoothly transitions from zero to one as the first
argument varies between gl and gh and is commonly im-
plemented as a cubic polynomial. For the thresholds we use
the empirically determined values gl = 0.125 and gh = 0.25
which have delivered universally good results in all our ex-

periments and do not require user adjustment. This modula-
tion is used in all images which feature shading throughout
this paper.

4.2. Classification

A major advantage of MIDA, in contrast to DVR, is that it
does not require complex transfer functions as the opacity
profile is modified based on the difference between sam-
ple value and the current maximum. The result is an im-
age which depicts the same essential features as a MIP ren-
dering. We can therefore limit transfer function modifica-
tion to brightness and contrast adjustment using common
window/level controls which are almost universally incor-
porated in applications for the visualization of volume data.
The user alters two parameters: the window w and the level
l. The interval [l−0.5w, l +0.5w] is then linearly mapped to
the full range of grayscale intensities from black to white and
opacities from zero to one. Alternatively, the user can choose
other color maps based on domain conventions, but the opac-
ity function does not require modification. Window/level ad-
justment is a routine task for domain experts. Additionally,
methods for automatically finding good window/level set-
tings are frequently employed at the time of acquisition and
parameter values are commonly stored together with the data
(e.g., in the DICOM format). However, MIDA already pro-
vides acceptable results for an even more restricted case: if
the opacity is one and the color is white for all data values,
MIDA – due to shading – depicts the essential features of the
data set. Both, DVR and MIP would simply show a white
image.

5. Combining DVR, MIP, and MIDA

Instead of advocating the complete replacement of DVR and
MIP by our new method, we recognize that MIDA repre-
sents a good middle ground between these standard tech-
niques. Some data sets can be visualized better with DVR,
for others MIP is more suitable. In practice, some character-
istics of both are desirable in many cases [FNH∗06]. There-
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fore one valuable approach is to use MIDA as a basis for
a smooth transition between these different algorithms. We
present a method where the user can smoothly make a vi-
sualization more DVR-like or MIP-like. As demonstrated,
MIDA represents a hybrid between both methods and is
therefore an ideal starting point. We introduce a new param-
eter γ ∈ [−1,1] defined as follows: For γ =−1, the rendering
result is unmodified DVR, if γ = 0 only MIDA is used, and
for γ = 1 the resulting image will be a MIP rendering. Val-
ues of γ ∈ (−1,0) will result in a smooth transition between
DVR and MIDA, while values of γ ∈ (0,1) cause a transition
from MIDA to MIP.

MIDA to DVR. As discussed in Section 4, MIDA intro-
duces an additional modulation of the previously accumu-
lated color and opacity along a viewing ray. If the modula-
tion factor βi = 1 for all samples along the ray, the result
is DVR. For a smooth transition between MIDA and DVR,
we simply modify βi so that it approaches one for all sam-
ples when γ changes from MIDA to DVR in the following
manner:

βi =

{

1− δi(1+ γ) if γ < 0

1− δi otherwise
(3)

Visually, this results in high intensity values smoothly fad-
ing out as γ is reduced. As the user moves γ towards DVR,
more and more occlusion occurs.

MIDA to MIP. We could use a similar approach for the
transition from MIDA to MIP, having βi approach one only
for samples where the maximum changes and letting it ap-
proach zero for all other cases. Essentially, regions where
accumulation is performed would be "thinned" to the point
where only one value along the ray is accumulated. How-
ever, shading would lead to problems in this case – the same
artifacts as in Figure 3 (b) would arise as γ gets closer to
one. Thus, we choose a different approach where the transi-
tion between MIDA and MIP is performed in image space.
If γ > 0, we linearly interpolate between the accumulated
MIDA color and opacity and the color and opacity of the
maximum value after the ray has been traversed using γ as
the interpolation weight. Interpolation is performed using
opacity-weighted colors. Since MIDA and MIP images share
the same basic characteristics, the major visual impacts of
this transition are the gradual reduction of shading and the
darkening of areas where much accumulation is performed.

6. Results and Discussion

The user can employ γ as a simple means for making a
visualization result more DVR-like or more MIP-like. In-
stead of discretely switching between rendering methods,
this allows a continuous manipulation of image character-
istics on a clearly defined scale. The effects of modifying
γ are easy to interpret: moving from MIDA (γ = 0) towards

DVR (γ =−1) increases occlusion – higher data values shine
through less and less. Going from MIDA (γ = 0) to MIP
(γ = 1), accumulation and shading are reduced.

In our experiments, we compared DVR, MIDA, and MIP
applied to a number of different data sets. Figure 4 depicts
an MRI angiography data set rendered using DVR, MIDA,
and MIP. MIDA, like MIP, is able to depict the high-intensity
vascular structures without further transfer function adjust-
ment. However, MIDA provides additional spatial context as
well as shape cues due to shading. In biomedical research,
structures under investigation are commonly highlighted us-
ing fluorescent markers. MIP is therefore frequently em-
ployed for 3D visualization. DVR transfer functions are par-
ticularly difficult to find for these data sets, as there is no
well-defined scale for the measured quantity. We experi-
mented with several data sets from this field and MIDA helps
to improve spatial comprehension compared to MIP. An ex-
ample is shown in Figure 5, where a mouse embryo imaged
using ultramicroscopy [DLS∗07] is depicted. Due to shad-
ing, MIDA depicts vascular structures more clearly. Further-
more, as MIDA can generate meaningful images without re-
quiring much transfer function tuning, it is well-suited for
visualization tasks with strict time constraints. One example
is the screening of luggage based on tomographic modali-
ties such as CT. While conventional X-Ray is still the de-
fault modality for examining items in security-critical envi-
ronments, it is often difficult to recognize potential threats
due to its two-dimensional nature. Thus, in recent years CT-
based screening has found increasing adoption in this area
and is currently employed at many institutions such as air-
ports and government buildings [YNG∗07]. Figure 6 shows
a CT scan of a backpack filled with various items – MIDA
instantly allows the operator to inspect the contents and pro-
vides more information about the 3D structure of the indi-
vidual items than MIP.

An existing DVR implementation can be extended to
MIDA in a straight-forward manner by modifying composit-
ing as described in Section 4. In terms of performance, the
additional instructions required by MIDA typically can be
neglected. However, as the opacity along a ray is no longer
monotonically increasing, early ray termination is not pos-
sible. Also, in contrast to MIP, ray traversal can not be ter-
minated when the current maximum is the highest intensity
value in the data set. Despite the lack of these optimizations,
current graphics hardware is still easily capable of rendering
typical data sets at interactive frame rates. The average frame
rates of our implementation measured on an NVidia GeForce
8800 GTX GPU for the standard UNC head data set (256 ×
256 × 224) with a viewport size of 512 × 512 and an object
sample distance of 1 were 9.9 (DVR), 9.1 (MIDA), and 18.2
(MIP). As MIDA performs only slightly worse than DVR,
we have not further investigated potential acceleration tech-
niques.
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(a) DVR (b) MIDA (c) MIP

γ = −1 γ = −0.5 γ = 0 γ = 0.5 γ = 1

Figure 4: MRI scan rendered using (a) DVR, (b) MIDA, and (c) MIP. Data set courtesy of the OsiriX Foundation

(http://www.osirix-viewer.com).

(a) DVR (b) MIDA (c) MIP

γ = −1 γ = −0.5 γ = 0 γ = 0.5 γ = 1

Figure 5: Ultramicroscopy of a mouse embryo rendered using (a) DVR, (b) MIDA, and (c) MIP. Data set courtesy of Dodt et

al. [DLS∗07].

7. Conclusions

In this paper, we introduced MIDA, a simple unifying exten-
sion of DVR and MIP which incorporates characteristics of
both techniques. In contrast to DVR, MIDA does not rely on
complex transfer functions but still features important spa-
tial cues due to accumulation and shading. Furthermore, we
presented an approach for smoothly interpolating between
DVR, MIDA, and MIP. This allows users to enhance visu-
alizations generated using DVR to include characteristics of
MIP and vice versa. MIDA can be incorporated into exist-
ing volume rendering systems in a straight-forward man-
ner. In experiments, our new technique has shown to achieve
promising results for a wide range of different types of vol-
ume data.
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