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t. We present a new method for integrating hierar
hi
al levelsof detail (HLOD) with o

lusion 
ulling. The algorithm re�nes the HLODhierar
hy using geometri
 
riteria as well as the o

lusion information.For the re�nement we use a simple model whi
h takes into a

ount thepossible distribution of the visible pixels. The traversal of the HLODhierar
hy is optimized by a new algorithm whi
h uses spatial and tem-poral 
oheren
e of visibility. We predi
t the HLOD re�nement 
onditionfor the 
urrent frame based on the results from the last frame. This al-lows an e�
ient update of the front of termination nodes as well as ane�
ient s
heduling of hardware o

lusion queries. Compared to previousapproa
hes, the new method improves on speed as well as image qual-ity. The results indi
ate that the method is very 
lose to the optimals
heduling of o

lussion queries for driving the HLOD re�nement.1 Introdu
tionIntera
tive visualization of 
omplex models 
omprising millions of polygons isone of the fundamental problems in 
omputer graphi
s. In order to a
hieve inter-a
tive rendering of su
h models, the amount of pro
essed data has to be substan-tially redu
ed. Level-of-detail methods allow aggressive redu
tion of the amountof data sent to the GPU at the expense of sa
ri�
ing image quality. Parti
ularly,hierar
hi
al level-of-detail (HLOD) methods proved 
apable for intera
tive vi-sualization of huge data sets by pre
omputing levels-of-detail at di�erent levelsof a spatial hierar
hy. HLODs support out-of-
ore algorithms in a straightfor-ward way, and allow an optimal balan
e between CPU and GPU load duringrendering [1℄.An orthogonal approa
h of redu
ing the amount of rendered primitives iso

lusion 
ulling [2℄. O

lusion 
ulling methods aim to qui
kly 
ull the invisiblepart of the model and render only its visible part. In order to a
hieve this task,most re
ent methods employ hardware o

lusion queries (HOQs) [3,4℄.The e�e
ts of HLODs and o

lusion 
ulling 
an be e�e
tively 
ombined [5,6℄.Moreover, it was shown that HOQs 
an also be used to drive the HLOD re�ne-ment [7℄. In this 
ase, the o

lusion queries allow more aggressive 
ulling of theHLOD hierar
hy, further redu
ing the amount of rendered primitives. However,
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y between issuing a HOQ and the availability of its result, thedire
t use of HOQs for re�nement 
riteria 
auses CPU stalls and GPU starvation.In this paper we introdu
e a novel traversal algorithm for HLOD re�nementdriven by HOQs. The algorithm minimizes CPU stalls and GPU starvation bypredi
ting the HLOD re�nement 
onditions using spatio-temporal 
oheren
e ofvisibility. As a result, it provides substantial speedup over previous methodswhile maintaining 
omparable image quality.2 Related WorkRendering very large models has re
eived serious attention in re
ent years.Among other te
hniques, HLOD-based methods proved e�
ient for handlingthese datasets. HLOD systems either use polygonal representation of LODs [8℄,point-based representations [6℄, or a 
ombination of both [9℄. They 
ommonlyemploy a s
reen spa
e error (SSE) to drive the HLOD re�nement [8,5℄. As analternative, Charalambos [7℄ proposed the virtual multiresolution s
reen spa
eerror (VMSSE) whi
h also 
onsiders the degree of o

lusion.O

lusion 
ulling methods are another popular te
hnique for handling largemodels [2℄. Re
ent methods employ HOQs mainly due to their e�
ien
y andsimpli
ity. The main goal of the re
ent te
hniques is to 
ope with the laten
ybetween issuing the query and availability of its results as well as redu
ing thenumber of issued queries [3,4℄.The 
ombination of o

lusion 
ulling and dis
rete LODs was addressed byAndújar et al. [10℄, who introdu
ed the 
on
ept of hardly visible sets. In the 
on-text of view-dependent LOD El-Sana et al. [11℄ proposed 
ell solidity values withthe same purpose in mind. Gobetti et al. [6℄ presented a method for integrat-ing hardware o

lusion queries into an HLOD-based system. This method 
opeswith the query laten
y by using temporal 
oheren
e as proposed by Bittner etal. [3℄. It does not, however, exploit the results of HOQs for driving the HLODre�nement.Charalambos proposed a di�erent method whi
h also integrates o

lusion
ulling into an HLOD-based system, and it additionally exploits the results ofHOQs to drive HLOD re�nement using the VMSSE [12℄. In order to minimizethe e�e
t of laten
y of HOQs, this te
hnique performs several simpli�
ations,whi
h may degrade the visual quality as well as the performan
e of the resultingalgorithm. Moreover, these e�e
ts are more noti
eable in the 
ase of s
enes withhigher depth 
omplexities [12℄. In this paper we fo
us on these problems andpropose an optimized method for e�
iently s
heduling the o

lusion queries,whi
h improves both the running time as well as the visual quality 
ompared tothe previous methods.3 Integrating HLODs and HOQsThis se
tion overviews the problem of integrating HLODs and HOQs, and brie�ydes
ribes previous approa
hes. We �rst des
ribe the visibility-based traversal of
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ien
e 3an HLOD hierar
hy and then we fo
us on the 
omputation of the visibility-basedHLOD re�nement 
riterion.3.1 Visibility-Based HLOD TraversalThe HLOD algorithm re
ursively traverses the hierar
hy starting at the rootnode. At every traversed node it evaluates a re�nement 
ondition. If this 
on-dition indi
ates that the node should be re�ned, the traversal 
ontinues withthe 
hildren of the node. Otherwise, the traversal terminates and the LOD as-so
iated with the node is rendered. The set of nodes where the re�nement stopsforms the front of termination nodes. The re�nement 
ondition 
ommonly usesthe SSE, whi
h 
orresponds to the proje
tion of the model spa
e error onto thes
reen [8,5℄. The SSE for the given node is 
ompared to a user-de�ned thresholdgiven in pixels (τ), known as pixels-of-error [5℄.The HLOD algorithm 
an be improved by integrating o

lusion 
ulling intothe traversal of the hierar
hy. Firstly, we 
an 
ull nodes whi
h are 
ompletelyinvisible [6℄. Se
ondly, for visible nodes we 
an use the results of HOQs in there�nement 
ondition. This 
an be a
hieved by using the VMSSE [12,7℄, whi
hmodulates the SSE using the result of the HOQ.By using the VMSSE we 
an redu
e the number of rendered primitives. How-ever, the HLOD re�nement be
omes dependent on the result of the HOQ, whi
his not readily available at the time when the re�nement 
riterion is evaluated,due to the laten
y between issuing the HOQ and the availability of the result.Waiting for the result of the query would 
ause a CPU stall and in turn a GPUstarvation. A way to 
ope with this problem is to predi
t the result of the HOQand use the predi
ted value in the evaluation of the re�nement 
ondition. If thepredi
tion were perfe
tly 
orre
t, we would only stop the re�nement where itwould have been stopped if the result of the query had already been available. Asimple predi
tion method whi
h uses the pro
essing order of the nodes has beenproposed by Charalambos [12℄. However, this predi
tion is rather simplisti
 andina

urate, leading to two main drawba
ks: (1) When the predi
tion is too 
on-servative, more nodes get re�ned and in turn more primitives are rendered, (2)when the predi
tion is too aggressive, the node is rendered, but the same node isthen also re�ned when the result of the query is available. That means that there�ned 
hildren are rendered together with their parent, whi
h 
an 
ause visualartifa
ts.In order to 
ope with this problem, our new algorithm predi
ts the re�nement
ondition based on the 
riteria determined in the previous frame. The predi
tionis used to de
ide whether to immediately re�ne the node or stop the re�nement,or delay the de
ision till the result of the query be
omes available.3.2 Virtual multiresolution s
reen spa
e errorThe 
lassi
al HLOD re�nement 
riterion is based on the SSE whi
h bounds theerror of proje
ting the simpli�ed geometry onto the s
reen. The SSE only 
on-siders the distan
e of the obje
t from the viewpoint, and disregards the o

lusion
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t. However if the obje
t is largely o

luded, we most likely do notper
eive subtle details in the remaining visible part of the obje
t. This suggeststhat the 
omputed SSE 
ould be redu
ed if o

lusion is 
onsidered [10,7℄.In this paper we use a modi�
ation of the VMSSE proposed by Charalam-bos [7℄. This method evaluates the relative visibility µ, whi
h is the ratio ofuno

luded pixels to the number of pixels an obje
t proje
ts to. The number ofuno

luded pixels is 
omputed by an HOQ, while the number of proje
ted pixelsis 
al
ulated analyti
ally.The method presented in [7℄ used the relative visibility µ to s
ale the SSElinearly. However a simple linear s
aling of SSE might lead to visual artifa
tsbe
ause it does not take the possible distributions of visible pixels into a

ount:For larger relative visibility, it is likely that larger visibility windows appear,whi
h make errors due to de
reased LOD levels more per
eptible. A proper wayfor handling this issue would be to analyze the distribution of visible pixels in
onjun
tion with visual masking analysis. However both te
hniques would betoo 
ostly for evaluating the HLOD re�nement 
riterion in real time. A simplemodel whi
h aims to re�e
t the possible 
lustering of visible pixels was proposedin [13℄. It assumes that the likelihood of larger visibility windows to appear isproportional to relative visibility µ, and therefore modulates the SSE using asigmoid bias fun
tion B(µ) (see Figure 1-a):
V MSSE = Bs,t(µ) · SSE, (1)where the bias Bs,t(µ) is a fun
tion of µ with user-de�ned parameters s and t.

t ∈ [0, 1] is the movable turn over point and s ∈ [0, 1] is the smoothness. The
loser the movable turn over point t is to 0, the more 
onservative the SSE mod-ulation is, i.e. the SSE will be modulated strongly just if only a few uno

ludedpixels exist. The smoothness parameter s linearly interpolates between µ and theunsmoothed sigmoid. Parti
ularly, if s = 0 then the sigmoid fun
tion be
omesequal to relative visibility (µ).
Fig. 1. a) Sigmoid bias fun
tion Bs,t(µ) used to 
ompute the VMSSE. In the 
yanregion (µ ≤ t) the fun
tion provides aggressive s
aling, while in the blue region (µ > t)the s
aling is rather 
onservative. The s value is used to 
ontrol the smoothness ofthe 
urve. b) Candidates for update of the front of termination nodes. In red we shownodes for whi
h re�nement has stopped for all its 
hildren. In blue we show nodes onelevel below the termination nodes
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ien
e 54 Coherent HLOD 
ulling algorithmThis se
tion des
ribes the proposed HLOD 
ulling algorithm. We �rst des
ribethe 
omplete traversal algorithm and then we fo
us on its 
ru
ial part, whi
hpredi
ts the HLOD re�nement 
ondition by using temporal 
oheren
e.4.1 Visibility-based HLOD traversalThe aim of our new algorithm is to perform e�
ient traversal of the HLODhierar
hy while using visibility information to drive the HLOD re�nement. Anaive algorithm would issue an o

lusion query for every traversed node, waitfor its result, 
ompute the re�nement 
ondition, and de
ide whether to des
endthe hierar
hy. Waiting for the result of o

lusion is 
ostly as it stalls the CPU andin turn 
auses GPU starvation. Our algorithm solves this problem by predi
tingthe re�nement 
riterion using temporal 
oheren
e of visibility. When pro
eedingfrom one frame to the next, it is most likely that re�nement will stop at thesame set of nodes where it has stopped in the previous frame. The ex
eptionsare when re�nement is shifted up or down from the 
urrent level of the node dueto a 
hange in its VMSSE.Our 
oherent HLOD 
ulling algorithm pro
eeds as follows: we start thetraversal of the HLOD hierar
hy at the root node. At ea
h traversed node, wepredi
t the re�nement 
ondition for the node based on the re�nement 
onditionsand the results of o

lusion queries from the previous frame (the predi
tion willbe des
ribed in detail in the next se
tion). The predi
tion indi
ates one of thefollowing a
tions: (1) re�ne, (2) stop re�nement, or (3) delay the de
ision to themoment when the visibility of the node for the 
urrent frame is known.In 
ase (1), the 
hildren of the node are traversed by putting them in thepriority queue. In 
ase (2) and (3), we issue a HOQ for the node and put it inthe query queue. In 
ase (2), we also render the geometry asso
iated with thenode immediately and stop the re�nement. In 
ase (3), we delay the pro
essingof the node until the result of the HOQ be
omes available in the query queue.The de
ision is then made using the updated information about the visibility ofthe node: If the node is invisible, it is 
ulled. If the VMSSE is lower than thethreshold, re�nement stops and the geometry of the node is rendered. Otherwisethe re�nement 
ontinues by inserting the 
hildren of the node in the priorityqueue.The new traversal algorithm is outlined in Figure 2. Note that the di�eren
esto the traversal algorithm of Gobetti et al. [6℄ were 
olorised. Also note that thefun
tion CalcSSE() 
omputes the node SSE [8℄, whi
h is a qui
k operation.4.2 Predi
ting the HLOD re�nement 
onditionThe 
ru
ial part of the new method is the predi
tion of the re�nement 
onditionbased on the relative visibility. As stated in the previous se
tion, the predi
tionsuggests either re�ne, stop, or delay. Let us �rst analyze the 
onsequen
es ofthese a
tions for the traversal algorithm:
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hy.Root);while ¬PriorityQueue.Empty() ∨ ¬QueryQueue.Empty() dowhile ¬QueryQueue.Empty() ∧ (ResultAvailable(QueryQueue.Front()) ∨PriorityQueue.Empty()) donode←QueryQueue.Dequeue();visiblePixels←GetO

lusionQueryResult(node);if visiblePixels> 0 thenPullUpVisibility(node);
µ ← visibleP ixels/BBoxPixels(node);node.bias ← Bs,t(µ);VMSSE ← node.bias*CalcSSE(node);node.stopRe�nement ← VMSSE ≤ τ ;Traverse(node);if ¬PriorityQueue.Empty() thennode←PriorityQueue.Dequeue();if InsideViewFrustum(node) thenstopMode←Predi
tRe�nement(node);node.stopRe�nement ← ¬(stopMode=Re�ne);node.visible ← false;node.lastVisited ← frameID;if node.stopRe�nement thenIssueO
lussionQuery(node);QueryQueue.Enqueue(node);if ¬(stopMode=Delay) thenTraverse(node);Traverse(node);if node.stopRe�nement thenRender(node);elsePriorityQueue.EnqueueChildren(node);Fig. 2. Coherent HLOD Culling� Re�ne. The 
hildren of the node are traversed immediately. No HOQ norrendering is performed for the 
urrent node. If it turns out that the predi
tionwas too 
onservative (it a
tually might have stopped for the 
urrent node)we end up rendering more geometry than ne
essary.� Stop. An HOQ is issued and the node is rendered immediately. When theresult of the query is available we 
ompute the VMSEE of the 
urrent node.If the predi
tion was too aggressive, we have to 
ontinue by traversing the
hildren of the node. Note that in this 
ase we end up rendering geometryof (some) 
hild nodes over the geometry of the parent node, whi
h in
reasesthe rendering 
ost and 
an also lead to visual artifa
ts.� Delay. In this 
ase wait for the result of the query to de
ide on the re�nement
ondition. Thus for a node whi
h was delayed and for whi
h re�nement
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ien
e 7should have stopped we have indu
ed a laten
y in passing its geometry tothe GPU.From this analysis we designed a predi
tion te
hnique whi
h aims to minimize thenumber of in
orre
t predi
tions by assuming 
oheren
e of the front of terminationnodes. It primarily aims to predi
t either re�ne or stop 
onditions with higha

ura
y. If we expe
t a stop 
ondition, but with lower 
on�den
e, the predi
torreturns delay. We also return delay for nodes whi
h have been previously invisibleand thus we expe
t the re�nement will terminate without rendering the geometryof these nodes. The main idea of the predi
tion is to estimate the VMSSE by
ombining the SSE of the 
urrent frame with the 
a
hed bias values from theprevious frame:
V MSSEest

i = SSEi ∗ biasi−1 (2)The predi
tion works as follows (see also the pseudo
ode in Figure 3):� Node was invisible in the previous frame. In this 
ase the predi
tion returnsdelay.� Re�nement stopped for the node in the previous frame.We 
al
ulate V MSSEest,and if it is still below the threshold, the predi
tor returns stop. Otherwise,a signi�
ant 
hange in the node visibility has o

urred and the predi
torreturns re�ne.� The node was re�ned in the previous frame, but re�nement stopped for allits 
hild nodes. In this 
ase, the node is a good 
andidate for pulling upthe termination front (see the red node in Figure 1-b). We verify this by�rst 
he
king whether re�nement for all 
hildren would still stop in the 
ur-rent frame based on their estimations V MSSEest. If any of these indi
ates
ontinue re�nement, then the predi
tor returns re�ne. Otherwise, sin
e thenode itself doesn't have a 
a
hed bias value, we approximate biasi−1 for thenode by taking the average 
a
hed bias from all 
hildren. If the resulting
V MSSEest is above the threshold, the predi
tor returns re�ne. Otherwisethe predi
tor returns delay.5 Results and dis
ussionWe implemented the proposed algorithm using C++ and OpenGL under Linux.The HLODs use an o
tree with a single dis
rete LOD per node 
onsisting ofabout 2000 triangles. We used the quadri
 error metri
 [8,5℄ to 
onstru
t theHLODs and to derive the model spa
e errors. For e�
ient 
a
hing of the geom-etry on the GPU�, we employed vertex bu�er obje
ts. The measurements wereperformed on two s
enes with di�erent depth 
omplexities. For all tests we useda resolution of 640*480 pixels and the error threshold τ = 1. The tests wereevaluated on a PC with Intel-Core 2 Duo (2.4GHz) and nVidia GeFor
e 8800GTX.



8 J. P. Charalambos, J. Bittner, M. Wimmer, and E. Romeroif ¬(node.lastVisited=frameID-1) ∨ node.visible=false thenreturn Delay;if ¬node.stopRe�nement then
andidateToShiftUp ← true;forall 
hild ∈ node.
hildren doif ¬
hild.stopRe�nement ∨ ¬(
hild.bias*CalcSSE(child) ≤ τ) then
andidateToShiftUp ← false;if 
andidateToShiftUp thenif AvgBias(node.
hildren)*CalcSSE(node) ≤ τ thenreturn Delay;else if node.bias*CalcSSE(node) ≤ τ thenreturn Stop;return Re�ne; Fig. 3. Fun
tion PredictRefinement(node)5.1 TestsWe have used two s
enes with middle and high depth 
omplexities, respe
tivelynamed as s
ene 1 and s
ene 2 (see Figure 5). For ea
h s
ene we have designeda session representing typi
al inspe
tion tasks. Depending on the traversal algo-rithm and the metri
 used to re�ne the hierar
hy, we have evaluated the followings
enarios:� Bool: the hierar
hy was traversed with the 
oherent 
ulling algorithm versionof Gobetti et al., [6℄ (see Se
tion 2). For this method we used the SSE metri
for HLOD re�nement, i.e., HOQs were used as if their result were boolean.Note that this 
on�guration gives the ideal image quality for our tests.� SW (B): the hierar
hy was traversed with the hierar
hi
al stop-and-waitmethod referen
ed in Bittner et al. [3℄, using VMSSE to re�ne the hier-ar
hy. (B) stands for using the Bs,t(µ) bias to 
ompute VMSSE. Note thatthis 
on�guration gives the ideal number of nodes to be drawn when usingVMSSEs.� Simp(B): the hierar
hy was traversed with the 
oherent HLOD 
ulling al-gorithm proposed in [12℄ using VMSSE to re�ne the hierar
hy.� Coh(B): the hierar
hy was traversed with our new 
oherent HLOD 
ullingalgorithm (see Se
tion 4) using VMSSE to re�ne the hierar
hy.5.2 SpeedupFigure 4 shows the whole sequen
e of drawn nodes together with the frame ratesfor the two s
enes. All s
ene statisti
s have been summarized in Table 1.It 
an be seen that our new predi
tion algorithm signi�
antly redu
es thenumber of drawn nodes 
ompared to both Bool and Simp(B), whi
h also trans-lates dire
tly into higher framerates. The main reason for the redu
tion of drawn
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Fig. 4. Drawn nodes and frame rates for the test s
enesnodes with respe
t to Bool was the use of VMSSE instead of SSE within re�ne-ment 
onditions. The speedup obtained by using the VMSSE is 
learer per
eivedin s
enes with higher depth 
omplexity in whi
h the savings in number of drawnnodes are greater. The redu
tion of number of drawn nodes with respe
t to
Simp(B) follows from the tighter approximation of the ideal number of nodesto be drawn, whi
h relies on the method to approximate the VMSSE bias. The
omparison to SW (B) shows that our new approa
h is within 1% from the idealnumber of nodes to be drawn, whereas the Simp(B) method draws up to 25%more nodes. It is also worth noting that the pre
ision of Simp(B) depends onthe s
ene depth 
omplexity: it behaves poorly in s
enes with higher depth 
om-Table 1. Statisti
s for the test s
enes. DN is the number of drawn nodes, RARN is thenumber of nodes that on
e rendered in a given frame need further re�nement withinthe same frame and D is the number of nodes delayed for rendering. FPS is the numberof frames per se
ond, and Speedup is the relative speedup of Coh(B) with respe
t tothe given method. All presented values are averages over all framesStats s
ene 1full resolution model ≈ 5M △′snumber of HLOD nodes ≈ 12k s
ene 2full resolution model ≈ 12M △′snumber of HLOD nodes ≈ 21kS
enario DN RARN D FPS Speedup DN RARN D FPS Speedup

Bool 217 - - 169.9 1.13 468.5 - - 92.9 1.40
SW (B) 181.4 - - 47.3 4.04 302.1 - - 68.2 1.91
Simp(B) 200 5 - 173.6 1.10 377.8 4.3 - 105.4 1.23
Coh(B) 183.3 0.1 4.7 191.6 - 303.9 0.4 4.2 130.2 -
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ene 2), whereas the new method handles this types of s
enes verywell.The only sour
e for visual artifa
ts inherent in the traversal algorithm (asopposed to the VMSSE 
al
ulation) is the 
ase when there are some nodes thatneed to be re�ned even though they have already been rendered in the sameframe (RARN). Fortunately, unlike for Simp(B), for Coh(B) we have foundthis value to be always negligible. The reason is that our delay strategy for thenodes where the stop re�nement 
ondition is predi
ted to be shifted up e�e
-tively minimizes RARN. Additionally, the RARN redu
tion is a
hieved withouthindering performan
e: the average number of nodes that are delayed for ren-dering out of the total number of drawn nodes for the two s
enes are only 2.56%and 1.39%, respe
tively.5.3 Image qualityWe have measured the di�eren
e between the �nal ideal image obtained by Booland the one obtained by Coh(B) by randomly sele
ting 20 frames of ea
h in-spe
tion sequen
e and 
omputing the peak signal-to-noise ratio di�eren
e (psnr).This measure has been traditionally used as an estimator of the distortion intro-du
ed by 
ompression algorithms [14℄ and 
orresponds to the ratio of the powerof a parti
ular signal and the 
orrupting noise. The average and standard devi-ation psnr values (luminan
e (l) and 
hrominan
e (Cb and Cr) 
omponents ofthe 
olors, repe
tively) for the 20 frames are: l = 42.84± 3.22, Cb = 67.04± 3.68and Cr = 56.2 ± 3.65 for s
ene 1; and l = 35.51 ± 1.4, Cb = 59.34 ± 1.55 and
Cr = 48.69 ± 1.58 for s
ene 2. The fa
t that psnr > 30 for all 
olor 
omponentsindi
ates that the proposed method pra
ti
ally does not alter the �nal imagequality [14℄.To emphasize the in�uen
e on image quality 
aused by Coh(B), for ea
h nodein the front we have 
olored the geometry from blue to magenta to red a

ordingto the severity level of the modulation introdu
ed by the bias: blue representsregions of the model where the modulation is weak, magenta represents regionswhere the modulation is moderate and red represents regions where the modu-lation is strong (see Figure 5). Note that the use of Coh(B) attenuates the bias,i.e., the stronger the bias is, the less likely it is that the node is a
tually visible(see the last 
olumn in Figure 5). On the other hand, whilst in Simp(B) theappearan
e of visual artifa
ts is 
ommon, in Coh(B) we pra
ti
ally eliminatedthis problem (see the �rst two 
olumns in Figure 5 and also the a

ompanyingvideo).5.4 Summary of resultsThe results show that the proposed method is superior with respe
t to the previ-ous state-of-the-art methods both in the framerate as well as in the image qualityobtained. In 
omparison to the method of Gobetti et al. [6℄ (Bool), the referen
esolution for image quality measurements, we obtain a speedup of 1.13 − 1.4,
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Fig. 5. Test s
enes: sele
ted frame of the visualization sequen
es when using Simp(B)and Coh(B). The last 
olumn 
orresponds to a visualization (from the user viewpoint)of the introdu
ed modulation of the nodes sele
ted to be drawn due to the VMSSE
bias (Bs,t(µ)) in Coh(B). The small frames in the �rst two 
olumns 
orrespond to adetail in the s
enes to show the possible appearan
e of visual artifa
ts due to RARN.Models 
ourtesy of Standford Graphi
s Group.whi
h is signi�
ant, while the visual quality of our method does not in
ur a per-
eivable penalty. In 
omparison to the method of Charalambos [7℄ (Simp(B)),the speedup is about 1.1 − 1.2. However, that te
hnique shows frequent visualartifa
ts whi
h might not be a

eptable in walkthrough or inspe
tion appli
a-tions, and whi
h the new method avoids. Therefore, the proposed solution isqualitatively superior while still managing to be faster.6 Con
lusionsWe have presented an algorithm to integrate HLOD and o

lusion 
ulling. Themain 
ontribution is that the algorithm 
losely approa
hes the optimal set ofprimitives to render while avoiding visual artifa
ts exhibited by previous meth-ods. We demonstrate signi�
antly improved performan
e when 
ompared to pre-vious approa
hes. The main idea is to exploit temporal 
oheren
e and make useof the visibility information returned by hardware o

lusion queries to deter-mine the simpli�
ation degree of nodes. The method also has a straightforwardimplementation.
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